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ABSTRACT 

With the rapid increase of online job platforms, fraudulent job postings have also grown, targeting vulnerable job seekers. This paper proposes a machine learning-

based system to classify job advertisements as real or fake using the EMSCAD dataset. Various supervised learning models such as Logistic Regression, Random 

Forest, Support Vector Machine (SVM), and Naive Bayes were evaluated based on their ability to identify scam patterns from textual job descriptions. The Random 

Forest classifier achieved the highest performance with an accuracy of 96.8%. In addition to model training and evaluation, a web application was developed using 

Flask to allow users to upload or paste job descriptions for real-time scam detection. Our approach emphasizes interpretability, feature selection, and real-time 

classification support for job portals and recruitment platforms. 
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1. Introduction 

Employment scam is one of the serious issues in recent times addressed in the domain of Online Recruitment Frauds (ORF). In recent days, many 

companies prefer to post their vacancies online so that these can be accessed easily and timely by job-seekers. However, this intention may be one type 

of scam by fraudsters who offer employment to job-seekers in terms of taking money from them. Fraudulent job advertisements can be posted against a 

reputed company for violating their credibility. These fraudulent job post detections draw good attention for obtaining an automated tool for identifying 

fake jobs and reporting them to people for avoiding application for such jobs. 

For this purpose, a rule-based approach is applied which employs classification based on predefined red flags for recognizing fake posts. In this case, a 

classification tool isolates fake job posts from a larger set of job advertisements and alerts the user. To address the problem of identifying scams on job 

postings, a rule-based supervised learning algorithm is considered initially. A classifier maps input variables to target classes by considering training data. 

The classifier addressed in the paper for identifying fake job posts from the others is described briefly. This classifier-based prediction may be broadly 

categorized into Rule-Based Prediction and Potential ML Enhancements. 

A. Rule-Based Prediction 

The rule-based classifier is a supervised classification tool that exploits predefined rules based on common scam indicators. The decision made by this 

classifier is effective in practice even if the rules are simple. This classifier obtains promising results in scenarios where features are independent or 

functionally dependent. The accuracy of this classifier is not solely related to feature dependencies but to the information loss due to rule assumptions. 

B. Potential ML Enhancements 

Multi-layer perceptron can be used as a supervised classification tool by incorporating optimized training parameters. For a given problem, the number 

of hidden layers in a multilayer perceptron and the number of nodes in each layer can differ. The decision of choosing the parameters depends on the 

training data and the network architecture. K-Nearest Neighbor Classifiers, often known as lazy learners, identifies objects based on closest proximity of 

training examples in the feature space. The classifier considers k number of objects as the nearest object while determining the class. The main challenge 

of this classification technique relies on choosing the appropriate value of k. A Decision Tree (DT) is a classifier that exemplifies the use of tree-like 

structure. It gains knowledge on classification. Each target class is denoted as a leaf node of DT and non-leaf nodes of DT are used as a decision node 

that indicates certain test. The outcomes of those tests are identified by either of the branches of that decision node. Starting from the beginning at the 

root this tree is going through it until a leaf node is reached. It is the way of obtaining classification result from a decision tree. 

Decision tree learning is an approach that has been applied to spam filtering. This can be useful for forecasting the goal based on some criterion by 

implementing and training this model. 

http://www.ijrpr.com/
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2. Literature Review 

Previous studies highlight the use of natural language processing (NLP) techniques and machine learning classifiers to distinguish fake job listings. Some 

notable works include: 

• Ray and Khan (2022) applied NLP and ML techniques to detect fake jobs using TF-IDF and classification models. 

• Rao et al. (2021) developed a text classification framework using traditional algorithms like SVM and Logistic Regression. 

• EMSCAD dataset was introduced as a benchmark for evaluating such systems, offering over 18,000 real and fake job descriptions. 

However, many approaches lack explainability or real-time deployment capability. Our study aims to fill this gap. 

3. Methodology 

• Dataset: EMSCAD dataset from Kaggle, labeled with ‘fraudulent’ and ‘real’ classes. 

• Data Preprocessing: 

o Removal of stopwords, punctuation, and special characters 

o Text normalization using lowercase conversion 

o Tokenization and vectorization using TF-IDF 

• Feature Selection: 

o Important textual features: title, location, description, company profile, requirements 

o Correlation matrix used to reduce feature redundancy 

• Models Evaluated: 

o Logistic Regression 

o Random Forest 

o Naive Bayes 

o Support Vector Machine (SVM) 

The dataset from Kaggle [13] contains 17,880 job posts with attributes like title, description, and fraudulent. Preprocessing includes missing value 

removal, stop-word elimination, irrelevant attribute removal, and extra space removal. 

The rule-based classifier uses a dictionary to detect red flags: 

red_flags = { 

    "urgent hiring": "The job post mentions 'urgent hiring', which is often used in scams to create a sense of urgency.", 

    "no experience needed": "The job post claims 'no experience needed', but may offer an unrealistically high salary or require payment to apply.", 

    "pay to apply": "The job post asks for payment to apply, which is a clear sign of a scam.", 

    "immediate hiring": "The job post mentions 'immediate hiring', which can be a tactic to rush applicants without proper vetting." 

} 

OCR preprocessing enhances image input: 

from PIL import Image, ImageEnhance 

def preprocess_image(image_path): 

    img = Image.open(image_path).convert('L') 

    img = ImageEnhance.Contrast(img).enhance(2.0) 

    return img 

Text cleaning preserves phrases: 

import re 
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def clean_text(text): 

    text = re.sub(r'\s+', ' ', text).strip() 

    text = re.sub(r'[^\w\s]', ' ', text) 

    return text 

 

 

4. Implementation 

The models were implemented using the scikit-learn library in Python. The dataset was split into an 80:20 train-test ratio. GridSearchCV was used to 

fine-tune hyperparameters for each model. Accuracy, precision, recall, and F1-score were the metrics used for performance evaluation. 

Additionally, a Flask-based web application was developed where users can: - Log in or sign up securely - Upload a screenshot of a job post or paste job 

text - Use OCR (via Tesseract) to extract text from uploaded images - Get real-time predictions along with explanations for fake indicators - View past 

prediction history in a session 
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5. Results and Discussion 

Testing on real and fake job screenshots demonstrated the effectiveness of the approach. The system accurately identified scams based on red-flag 

keywords and provided transparent feedback. The OCR performed well on moderately clear images. Both text and image inputs were processed 

effectively, and users appreciated the simple UI and real-time feedback. 
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Model Accuracy Precision Recall F1-score 

Logistic Regression 94.2% 0.92 0.91 0.91 

Random Forest 96.8% 0.95 0.96 0.96 

Naive Bayes 89.7% 0.87 0.88 0.87 

SVM 93.6% 0.91 0.90 0.90 

Random Forest outperformed all other models in every metric and was selected for final deployment. 

The study demonstrates that linguistic features extracted from job descriptions are highly predictive of fraudulent intent. Random Forest performed 

exceptionally well due to its ensemble nature and robustness to overfitting. Although Naive Bayes was computationally efficient, its assumptions did not 

align well with the data. The feature importance scores from Random Forest also enabled interpretability. 

The web application played a key role in transforming the research into a usable solution. It helped bridge the gap between theoretical model training and 

practical use by job seekers. The integration of OCR for image-based job posts adds flexibility, especially for users who receive job ads via screenshots 

or WhatsApp forwards. Challenges included class imbalance, requiring resampling techniques like SMOTE, and handling vague or short job descriptions. 

Test Case Input Type Input Text Prediction Reasons Accuracy 

1 Text 
"Urgent hiring! No experience needed for $100k 

job." 
Fake 

"urgent hiring", "no experience 

needed" 
90% 

2 Screenshot 
"Software Engineer at TechCorp, 3 years 

experience required." 
Real None 88% 

3 Text "Pay to apply for this amazing opportunity!" Fake "pay to apply" 92% 

4 Text "Data Analyst, degree required at DataCorp." Real None 85% 

5 Screenshot "Immediate hiring for work-from-home job." Fake "immediate hiring" 95% 

The rule-based classifier achieved an overall accuracy of 85-95% on 50 synthetic cases, with an average F-measure of 0.88, Cohen-Kappa score of 0.85, 

and MSE of 0.08. The improved preprocessing (replacing special characters with spaces) resolved phrase-breaking issues, contributing to the high 

accuracy range. 
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6. Conclusion 

This research highlights the potential of machine learning algorithms in identifying fake job postings with high accuracy. The proposed system using 

Random Forest on the EMSCAD dataset achieves 96.8% accuracy and offers explainable results that are practical for integration into job platforms. The 

accompanying web application enhances accessibility by offering real-time, user-friendly scam detection through image uploads or text input. Future 

work includes incorporating deep learning models, extending OCR capabilities, integrating multilingual support, and deploying the application at scale. 
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