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ABSTRACT : 

This study presents a deep learning approach for detecting Invasive Ductal Carcinoma (IDC) in breast histopathological images using a customized Cancer Net 

architecture. The model incorporates separable convolutions and multi-scale feature extraction for efficient analysis. A robust preprocessing pipeline, image 

augmentation, and class-weight balancing were applied to address data imbalance. The network, trained over 40 epochs, achieved 85% test accuracy with strong 

specificity and sensitivity. Important methods used were dropout, batch normalization, and the Adam optimization algorithm. Results highlight the model’s clinical 

potential for automated cancer detection. Future work may include transfer learning and multimodal imaging integration to enhance diagnostic performance. 
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1.Introduction: 

Breast cancer, particularly Invasive Ductal Carcinoma (IDC), is one of the most common and life-threatening cancers among women worldwide. It begins 

in the milk ducts and extends to nearby tissue, making early detection essential for successful treatment. Traditional diagnosis via histopathological image 

analysis is accurate but time-consuming, subjective, and burdens healthcare systems due to rising cancer cases. Advances in artificial intelligence, 

especially deep learning with Convolutional Neural Networks (CNNs), offer promising solutions by automating image analysis. These models can 

enhance diagnostic accuracy, reduce variability, and accelerate detection, supporting pathologists in delivering timely and efficient breast cancer 

diagnoses. 

Objectives: 

This project aims to develop Cancer Net, an advanced deep learning system for automated classification of breast histopathological images. Leveraging 

state-of-the-art machine learning, it seeks to improve diagnostic accuracy, efficiency, and scalability. Designed for clinical use, Cancer Net focuses on 

optimizing computational resources while delivering timely, reliable diagnoses. The research addresses technical, clinical, and methodological goals to 

advance AI-driven breast cancer detection and support real-world medical applications. 

2. Literature Review 

Extensive research has explored breast cancer detection using machine learning, particularly Convolutional Neural Networks (CNNs), which outperform 

traditional models like MLPs due to superior spatial feature extraction. Studies by Araújo et al. (2017), Esteva et al. (2017), and Geras et al. (2017) 

showed that CNNs achieve high precision in analyzing medical images. Hybrid models, optimization strategies, and transfer learning have further 

enhanced performance in data-limited settings. This study builds on these findings by integrating separable convolutions and multi-scale feature extraction 

in the custom Cancer Net architecture to boost efficiency and diagnostic precision. 

3. Existing System 

     The current systems for breast cancer detection vary widely in terms of methodology, ranging from traditional manual analysis by expert pathologists 

to more advanced automated systems, including computer-aided detection and deep learning-based models. However, each approach comes with its own 

set of limitations, emphasizing the necessity for the ongoing development of more efficient, accurate, and integrated systems like the proposed CancerNet. 

http://www.ijrpr.com/
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4. Proposed Systems 

      Breast cancer detection is a critical area in healthcare where early diagnosis can drastically improve patient outcomes. Traditional methods of diagnosis 

involve labor-intensive processes, such as manual histopathological analysis, which can be both time-consuming and subject to human error. To address 

these challenges, this proposed system leverages deep learning techniques, specifically a custom-designed CNN architecture (CancerNet), for the 

automated detection of breast cancer from histopathological images. 

Methodology: 

Overview of the project: 

     This project introduces Cancer Net, a deep learning model for automated detection of Invasive Ductal Carcinoma (IDC) using histopathological 

images. By combining multi-scale feature extraction with separable convolutions, the system enhances diagnostic accuracy and computational efficiency. 

Trained on labeled datasets with robust preprocessing and augmentation, Cancer Net classifies breast tissue as benign or malignant. Designed for clinical 

use, it offers scalable, consistent diagnostics and supports interpretability through training visualizations. 

Module Description: 

1. Configuration Module 

• Centralized configuration of: 

o Dataset paths 

o Hyperparameters (learning rate, batch size, epochs) 

o Dataset split ratios (80% training, 10% validation, 10% testing) 

• Ensures easy modification and reproducibility of experiments. 

2. Cancer Net Module 

• Defines the core CNN architecture using a modular, object-oriented class. 

• Key components: 

o Three Convolutional Blocks with increasing filters (32, 64, 128) 

o SeparableConv2D layers for computational efficiency 

o Batch Normalization for stabilized training 

o Dropout layers to reduce overfitting 

o Dense layers for final classification into IDC or non-IDC 

3. Dataset Building Module 

• Implemented via build_dataset() function. 

• Responsibilities: 

o Import the original histopathological images 

o Randomly shuffle and divide the dataset into training, validation, and test subsets 
o Arrange the images into well-structured folders to ensure compatibility with Keras 

 

4. Model Training and Evaluation Module 

• Defined in train and evaluate model(). 

• Features: 

o Uses Image Data Generator for data augmentation and batch loading 

5. Data Augmentation Module 

• Performed using Keras' ImageDataGenerator. 

• Applies real-time augmentations: 

o Rotation (±20°) 

o Zoom (±5%) 

o Width/height shift (±10%) 

o Shearing, flipping 

6. Visualization Module 

• Generates training visualizations using Matplotlib. 

• Outputs: 

o Accuracy and loss plots (training vs. validation) 

o Helps detect overfitting or underfitting trends 
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Advantages: 

1. 1.Accurately detects Invasive Ductal Carcinoma (IDC) from histopathology images using a robust CNN architecture. 

2. 2.Reduces manual effort by automating the image analysis process, speeding up the diagnostic workflow. 

3. Automates image analysis to minimize manual effort and accelerate the diagnostic workflow 

4. 4.Data augmentation techniques and dropout layers help prevent overfitting, improving the model's reliability on unseen data. 

5. 5.Class-weight balancing ensures fair learning even with unequal class distributions (e.g., more benign cases than malignant). 

 

System Architecture: 
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6. RESULT & FINDING: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7.Conclusion  

This study presents a highly promising and efficient deep learning model designed to automate the detection of Invasive Ductal Carcinoma (IDC), the 

most common form of breast cancer, in histopathology images. By leveraging a custom Convolutional Neural Network (CNN) architecture named 

CancerNet, the model addresses the complexities of processing microscopic tissue images and classifying them as either benign or malignant. IDC 

detection is critical for timely treatment and improving patient survival rates, and this model demonstrates significant potential to assist clinicians by 

providing accurate, scalable, and automated diagnostic support. 

Future Work: 

1. 1.Integration of Transfer Learning Techniques 

2. 2.Multi-Class Classification Expansion 

3. 3.3D Histopathological Analysis 
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