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ABSTRACT:  

In intelligent transportation systems, law enforcement, and vehicle monitoring, Automatic Number Plate Recognition (ANPR) has become a key technology.  

This review study offers a thorough analysis of ANPR systems, tracing the development of important methodologies from conventional edge detection and image 

processing to sophisticated deep learning and hybrid approaches.  Examining both traditional and modern techniques, the paper explores the fundamental phases 

of ANPR, including picture acquisition, preprocessing, license plate identification, character segmentation, and recognition. The main difficulties encountered in 

real-world situations—such as different lighting conditions, occlusions, plate orientation, typeface diversity, and ambient noise are highlighted.  The evaluation 

also examines a variety of ANPR applications, including border security, automated toll collection, parking systems, and traffic management.  In order to direct 

future research and development toward more precise, reliable, and scalable ANPR systems that can be adjusted to various contexts and international standards, 

this article compares and assesses previous approaches and frameworks. 
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INTRODUCTION:  

An essential computer vision application, Automatic Number Plate Recognition (ANPR), also known as License Plate Recognition (LPR), is made to 

automatically recognize and retrieve vehicle license plate information from digital photos or video streams.  A key component of contemporary 

Intelligent Transportation Systems (ITS), ANPR serves as a basis for applications like border surveillance, toll collecting, vehicle monitoring, traffic 

enforcement, and access control [1][2]. 

Image acquisition, preprocessing, license plate localization, character segmentation, and character recognition are the usual sequential steps that make 

up the ANPR process.  Due to environmental heterogeneity, each step presents different obstacles, such as different lighting conditions, motion blur, 

camera angles, and the variety of license plate patterns found in different countries and locations [3][4].  The majority of early ANPR systems used 

template-based and heuristic approaches, which were frequently susceptible to changes in plate formats and ambient noise.  However, the accuracy and 

flexibility of ANPR systems in real-time and unconstrained contexts have been greatly improved by recent developments in machine learning, 

especially deep learning techniques like Convolutional Neural Networks (CNNs) and You Only Look Once (YOLO) models [5][6]. 

Significant progress in this field has been fueled by the rising demand for intelligent vehicle systems and automated monitoring.  However, problems 

including partial occlusion, skewed or low-resolution plates, multilingual characters, and fabricated or tampered plates make it difficult to implement 

ANPR in dynamic real-world contexts [7].  In addition, privacy and data protection in ANPR-based surveillance systems have become significant 

ethical and legal issues. This paper presents a comprehensive review of ANPR systems, focusing on the evolution of techniques, the technological and 

environmental challenges encountered, and their wide-ranging applications. It offers an in-depth analysis of both classical and state-of-the-art methods, 

identifying current research trends and highlighting gaps to inform future development and standardization efforts in this rapidly evolving field. 

Research Background:  

Over the past few decades, the field of Automatic Number Plate Recognition (ANPR) has experienced tremendous growth because to the growing need 

for automation in law enforcement, surveillance, and transportation management.  With the development of image processing, machine learning, and 

computer vision technologies, ANPR systems—which were first created in the UK in the 1970s for police vehicle tracking [8] have undergone 

significant change. For tasks like character identification and license plate localization, traditional ANPR systems mostly depended on manual image 

processing techniques including edge detection, morphological operations, and template matching [9].  Although these methods worked well in 

controlled settings, they frequently faltered in real-world situations with changing illumination, occlusions, and different plate layouts.  As a result, 

attention turned to more resilient and flexible methods, like Support Vector Machines (SVMs) and Hidden Markov Models (HMMs), which offered 

better generalization in situations with a moderate level of complexity [10]. 
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The ANPR landscape has seen a sea change with the introduction of deep learning, especially Convolutional Neural Networks (CNNs).  Because CNN-

based models can directly learn hierarchical feature representations from data, they have shown higher performance in both plate identification and 

Optical Character Recognition (OCR) [11].  By providing quick and precise license plate localization even in unrestricted settings like nighttime 

scenes, oblique angles, and high-speed motion, object identification frameworks including Faster R-CNN, SSD, and YOLO have significantly 

improved ANPR systems [12]. Furthermore, ANPR's incorporation into larger intelligent transportation systems has produced a variety of practical 

uses, such as border control, parking management, traffic law enforcement, and toll collecting [13].  In order to address growing concerns about data 

security and surveillance ethics, these innovations have also spurred research into multilingual plate recognition, continuous processing on embedded 

systems, and privacy-preserving frameworks [14][15]. 

 

There are still difficulties in spite of these developments.  Universal deployment is still hampered by variations in plate types, image quality, weather, 

and vehicle occlusions.  In order to enhance generalization across locations and scenarios, present study focuses on domain adaptation, data 

augmentation, artificial information generation, and transfer learning.  In order to present a comprehensive grasp of the technological advancement, 

present capabilities, enduring difficulties, and developing trends in ANPR research and applications, this study expands on the body of previously 

published information. 

CLASSIFICATION OF AUTOMATIC NUMBER PLATE RECOGNITION METHODS  

Image capture, preprocessing, license plate detection, character segmentation, and character recognition are some of the essential steps in an automated 

number plate recognition (ANPR) system's usual workflow.  For each of these phases, numerous ways have been created over time and can be broadly 

divided into three categories: deep learning methods, machine learning-based approaches, and classical procedures. The primary ANPR techniques are 

explained here by grouping them into four phases: 

 

Figure 1: Classification of ANPR Methods 

1. Traditional Image Processing-Based Methods:  

These are early and classic approaches, mostly rule-based and suitable for constrained environments. 

a. License Plate Detection: it is of four types as follows: Edge Detection (e.g., Sobel, Canny): Locates potential plate regions by identifying sharp 

intensity changes. Morphological Operations: Used to enhance region properties or remove noise (e.g., dilation, erosion). Color-Based Segmentation: 

Useful in countries with color-coded plates. Connected Component Analysis (CCA): Identifies regions with similar pixel values for plate candidates 

[16]. 
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b. Character Segmentation: Projection Analysis: Horizontal and vertical histograms are used to segment characters by locating gaps. Contour 

Detection: Isolates character regions based on bounding boxes around contours. 

c. Character Recognition: Template Matching: Each character is matched against a pre-defined template. Optical Character Recognition (OCR): 

Standard OCR engines are used to recognize individual characters. 

2. Machine Learning (ML) Based Methods 

These methods introduced learning-based models for improving robustness in complex environments [17]. 

a. License Plate Detection: Support Vector Machines (SVM): Classifies image patches as plate or non-plate. Haar Cascade Classifiers: Used in 

some early applications (e.g., OpenCV) for object detection including plates. 

b. Character Segmentation: Region Growing or Clustering: ML-based clustering (e.g., k-means) for separating text regions from the background. 

c. Character Recognition: K-Nearest Neighbours (KNN), SVM: Trained on labeled character images for classification. Neural Networks (MLPs): 

Basic feedforward networks for digit/letter classification. 

3. Deep Learning (DL) Based Methods 

These are the most modern and accurate methods, dominating current research and real-world deployment [18]. 

a. License Plate Detection 

CNN-Based Object Detectors: YOLO (You Only Look Once): Fast and effective for real-time plate detection. Faster R-CNN, SSD: High-accuracy 

detectors for plates even under occlusions and various angles. RetinaNet balances accuracy and speed. 

b. Character Segmentation 

Instance Segmentation (e.g., Mask R-CNN): Separates characters at pixel level. End-to-End Segmentation-Free Methods: Some models skip explicit 

segmentation and recognize entire plate in one step. 

c. Character Recognition 

CNNs for OCR: Deep CNNs trained on labelled character datasets. Recurrent Neural Networks (RNNs): Handle sequence of characters (e.g., LSTM 

for plate sequences). CTC Loss (Connectionist Temporal Classification): Allows recognition of entire character sequences without precise alignment. 

 

Figure 2: ML based ANPR 
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Table 1: Comparative Table of Key ANPR Methods 

Author(s) Year Technique Approach Key Contribution Environment Performance Focus 

Anagnostopoulos 

et al.  

2008 Traditional Image 

Processing [3] 

Survey Comprehensive survey of LPR 

systems using edge detection, 

segmentation, and OCR 

Controlled & semi-

real 

Review of system 

components, 

challenges 

Du et al.  2013 Traditional + ML 

[1] 

Survey Analysis of ALPR systems: 

system structure, challenges, 

feature extraction, recognition 

Both static & 

dynamic 

Evaluation of 

accuracy, robustness 

Chang & Chen 2004 Edge Detection, 

Thresholding [29] 

Rule-based Proposed a complete ANPR 

system using traditional techniques 

and basic segmentation 

Static scenes Recognition rate in 

controlled settings 

Wang et al.  2014 SVM + Feature 

Extraction [20] 

ML-based Used Support Vector Machines for 

plate detection and recognition 

Outdoor, static Improved 

classification 

accuracy 

Silva & Jung  2018 CNN + Object 

Detection [2] 

Deep 

Learning 

Unconstrained license plate 

recognition using YOLO-style 

detectors 

Real-world traffic 

scenes 

High accuracy in 

diverse conditions 

Montazzolli & 

Jung  

2018 Mobile CNN 

Models [6] 

Deep 

Learning 

Real-time ANPR on mobile 

devices using optimized CNNs 

Embedded/mobile Low-latency & 

efficiency-focused 

Li et al.  2018 CNN + LSTM [5] Deep 

Learning 

End-to-end license plate reading 

using deep CNNs and LSTMs for 

OCR 

Complex, real-

world 

Sequence learning + 

character recognition 

Graves et al. 2006 RNN + CTC Loss 

[21] 

Deep 

Learning 

Introduced CTC for sequence 

labeling without alignment – 

foundational for OCR 

General sequence 

tasks 

Handling 

unsegmented 

character streams 

Goodfellow et al.  2014 Deep CNN [22] Deep 

Learning 

Robust multi-digit recognition in 

natural scenes (e.g., Street View) 

Real-world imagery High accuracy in 

noisy & distorted 

inputs 

CHALLENGES FACED BY ANPR SYSTEMS:  

Several issues can seriously impair performance at the detection, segmentation, and identification stages of Automatic Number Plate identification 

(ANPR) systems in real-world deployments.  These challenges result from the unpredictability and unstructured of real-world settings. 

1. Varying Lighting Conditions: ANPR systems often operate outdoors under natural or artificial lighting, which changes due to time of day, 

weather, and shadows. It causes poor contrast, overexposure, or underexposure, making plates hard to detect or read. At night, headlights 

may cause glare; during daylight, reflections on wet surfaces can confuse edge detectors. 

2. Occlusion and Partial Visibility: License plates may be partially blocked by dirt, bike racks, tow bars, or other vehicles. Missing parts of 
plates lead to failure in segmentation or incorrect recognition. For example, traffic jams where vehicles are close together. 

3. Plate Orientation and Perspective Distortion: Vehicles may appear at angles, or in motion, leading to skewed or rotated plate images. 

Plates may not fit standard rectangular templates, confusing segmentation models. For example, Highway surveillance from poles at an 
angle. 

4. Typeface Diversity and Plate Format Variations: Different regions and countries have diverse plate designs, fonts, spacings, and 

alphanumeric patterns. Standard OCR engines struggle to generalize across formats. For example, A plate with Devanagari characters or 
stylized fonts used in private or commercial vehicles. 

5. Ambient Noise and Background Complexity: Background elements (advertisements, car logos, textured bumpers) may confuse detection 
algorithms. Increases false positives and mis localization. For example, A white bumper with black sticker letters resembling a plate. 

6. Motion Blur: High-speed vehicles cause blurred images during capture. Blurs character edges, hindering segmentation and recognition. 

7. Weather and Environmental Factors: Rain, fog, snow, or dust can obscure plates. Degraded image quality and visibility. 

8. Tampering and Forgery: Intentional alterations to license plates (e.g., stickers, scratches, changed characters). Leads to misclassification 
or security vulnerabilities. 

Table 2: Challenges, Impacts and their solutions 

Challenge Impact Common Solutions 

Lighting variation Poor visibility Adaptive Preprocessing, HDR cameras 

Occlusion Incomplete plates Robust CNN models, sequence recovery 

Orientation distortion Skewed/rotated plates Geometric normalization, STNs 

Typeface diversity Recognition errors Multilingual OCR, deep learning 

Noise/background False positives Context-aware detectors 

Motion blur Smudged characters High-speed capture, deblurring 

Weather effects Low clarity IR/multi-spectral imaging 

Forgery/tampering Recognition failure Anomaly detection, plate verification 
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Figure 3: Different instance of  real world issues 

CONCLUSION 

An important technology that supports contemporary intelligent transportation systems, security frameworks, and urban mobility management is 

Automatic Number Plate Recognition (ANPR).  From conventional image processing techniques to machine learning and sophisticated deep learning 

approaches, this review has provided a thorough examination of ANPR technologies, emphasizing their applications in character segmentation, license 

plate detection, and recognition. Although early ANPR systems were founded on traditional and rule-based procedures, variability in the environment 

and plate format variation limit their efficacy.  Improved flexibility was brought about by machine learning, but high precision, real-time processing, 

and robustness in complicated situations have been made possible by deep learning, especially CNN- and RNN-based models. Notwithstanding these 

developments, issues such fluctuating illumination, occlusion, orientation distortions, a variety of typefaces, motion blur, and ambient noise continue to 

plague real-world implementations.  Using context-aware models, data augmentation, transfer learning, and synthetic data generation, integrated 

solutions are needed to address these problems.  Furthermore, anonymization procedures and legal compliance are necessary to address ethical issues 

about privacy, monitoring, and data security. 
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