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A B S T R A C T  : 

Traditional pest control methods often involve excessive pesticide use, which harms the environment, reduces soil health, and poses risks to human health. Insects, 

particularly flying pests, are also major carriers of crop diseases. This project proposes an AI-powered pest management system that uses the YOLOv8 object 

detection model to identify harmful insects from live camera input. Once detected, the system activates a precision laser module to simulate targeted pest elimination. 

The system operates in a continuous monitoring loop, offering a clean, chemical-free, and automated pest control solution. By combining computer vision and 

hardware automation, this approach offers a sustainable and scalable alternative to conventional methods, promoting safer and more efficient agricultural practices. 
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INTRODUCTION  

India, being an agriculture-centric country, relies heavily on crop health and productivity for economic stability, with over 60 percent of its population 

depending on farming. However, pest infestation remains one of the primary threats to crop quality and yield. Traditional pest control methods involve 

the excessive use of chemical pesticides, which not only reduce soil fertility over time but also pose serious environmental and health hazards. This has 

created a growing need for intelligent, targeted pest control systems that reduce chemical usage while promoting sustainable agricultural practices. 

To address this need, our project introduces an AI-powered insect detection and laser-based pest elimination system. The system utilizes computer vision 

and YOLOv8, a state-of-the-art object detection algorithm, to identify harmful pests in real-time from a live camera feed. Once a pest is detected, a 

precision laser module is automatically activated to simulate its neutralization. Mounted on a compact robotic platform, the system continuously monitors 

the crop field and responds to pest threats autonomously. This intelligent and efficient solution highlights how modern AI and automation can be leveraged 

to protect crops, minimize chemical use, and boost productivity in a cost-effective and eco-friendly manner. 

Built on the principles of machine vision, the system integrates advanced image processing with hardware-level automation to form a smart pest control 

unit. A camera module allows the robot to continuously scan the field, capturing images that are analyzed frame by frame using the YOLOv8 model 

trained on insect datasets. This setup ensures fast and accurate identification of harmful pests based on visual characteristics. Upon detection, the system 

immediately triggers a low-powered laser aimed at the pest’s location, simulating precise and contactless pest elimination. This approach demonstrates 

how real-time automation can revolutionize pest management in agriculture through accuracy, efficiency, and sustainability. 

PROBLEM STATEMENT  

To design and implement a system for real-time detection of harmful insects using the YOLOv8 object detection model and to activate a laser module 

for precise pest control, reducing the dependency on chemical pesticides and enabling automated, 

targeted intervention in agricultural environments  

METHODOLOGY  

The methodology for this project involves a combination of hardware setup, data preparation, algorithm integration, and real-time system implementation. 

The overall workflow is divided into the following phases: 

1. System Design and Hardware Setup 

• Robotic Platform: A mobile platform equipped with wheels, motors, and power supply is used to navigate the crop field. 

• Camera Module: A single camera is mounted on the robot to capture real-time images of the crops. 

• Laser Module: A low-powered laser is attached for simulating pest neutralization once pests are identified. 
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• Microcontroller/Processor: Raspberry Pi is used as the central processing unit for capturing, analyzing images, and controlling the laser and 

motors. 

2. Data Collection and Preprocessing 

• Dataset Creation: Images of various harmful insects are collected and labeled manually to form a dataset. 

• Annotation: Each pest in the image is annotated with bounding boxes and class labels using tools like LabelImg or Roboflow. 

• Data Augmentation: Techniques such as rotation, flipping, and brightness adjustments are applied to increase dataset variety and robustness. 

3. Model Selection and Training 

• YOLOv8 (You Only Look Once) is chosen for real-time object detection due to its high speed and accuracy. 

• Model Training: 

o The annotated dataset is used to train the YOLOv8 model. 

o The training is performed on a system with GPU support for faster convergence. 

o The model learns to detect and classify harmful insects based on visual features. 

4. Integration of Model with Robot 

• Real-Time Image Capture: The robot captures live images as it moves through the field. 

• Detection: Each frame is passed through the trained YOLOv8 model to detect pests. 

• Decision Making: 

o If a harmful pest is detected, the robot activates the laser to simulate pest elimination. 

o If no pest is detected, the robot continues navigating to the next section. 

• Control System: Python-based scripts running on Raspberry Pi control camera input, YOLOv8 inference, motor movement, and laser 

actuation. 

5. Field Navigation and Control Logic 

• The robot uses basic obstacle avoidance or line-following (if required) to move between crop rows. 

• After each detection and pest control action, the robot is programmed to resume scanning and navigation. 

PROPOSED SYSTEM  

The proposed system aims to develop an intelligent, contactless, and environmentally friendly solution for managing pest infestations in agricultural 

fields. It introduces an AI-powered robotic platform capable of detecting harmful insects using real-time image processing and eliminating them with a 

precision-controlled laser module. 

This system leverages YOLOv8, a cutting-edge object detection algorithm, to analyze live images captured by a camera mounted on the robot. Once a 

pest is identified, the system activates a low-powered laser to simulate pest neutralization. Unlike traditional pesticide spraying methods, this system 

targets only the detected pests, significantly reducing chemical usage and protecting soil health. 

The robot is powered by a Raspberry Pi, which handles the entire pipeline—from capturing camera input and running the trained YOLOv8 model to 

controlling motors and the laser system. The robot moves autonomously through the crop field, scanning plants and responding in real time, requiring 

minimal human intervention. 

The proposed solution is: 

• Real-time and automated, requiring no manual inspection. 

• Eco-friendly, reducing reliance on harmful pesticides. 

• Accurate and fast, using machine learning for pest recognition. 

• Cost-effective, utilizing affordable components like Raspberry Pi and camera modules. 
This system not only enhances crop protection but also contributes toward sustainable farming by improving crop yield, preserving soil quality, and 
minimizing environmental hazards. 

SYSTEM ARCHITECTURE  

  

Fig 5.1. System Architecture 
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Programming Computer: 

 

• This is the central unit of the system that processes inputs and makes decisions based on data received from the camera and controllers. 

• It likely runs complex algorithms for controlling the robotic operations, possibly through a software interface. 

 

Camera: 

 

• Positioned to connect directly to the Programming Computer. 

• The camera's role is to capture real-time visual data which is crucial for tasks such as pest recognition, navigation 

 

Arm Controller: 

 

This module is responsible for controlling the robotic arm's movement. 

Subcomponents: 

• Step Motors: Used for precise motion control of the robotic arm, allowing for accurate positioning. 

• Steering Actuator: Responsible for rotating or moving the arm. 

• Actuation and Sensing: These elements suggest that this controller not only drives motors but also may incorporate sensors for feedback. 

Laser Controller 

Manages the functions related to a laser system for targeting and killing insects. 

Subcomponents: 

• Laser Module: The actual laser device used for various tasks depending on its specifications. 

• Servos: These could be used to adjust the position or direction of the laser. 

• Actuation and Sensing: Similar to the Arm Controller, it includes mechanisms for controlling the laser and possibly receiving feedback from 

sensors for improved precision. 

 

Connections: 

Programming Computer to Controllers: 

 

• The Programming Computer interfaces with both the Arm and Laser Controllers. This allows it to send commands and receive data from these 

controllers to inform its operation. 

 

Camera to Programming Computer: 

 

• The camera feeds visual information to the programming computer, enabling it to make decisions based on what it sees. This feedback loop 

is essential for automated systems to adapt to their environment. 

 

Functional Flow: 

The camera collects visual data. 

The Programming Computer processes this data to determine the necessary actions. 

Based on its analysis, the computer sends commands to either the Arm Controller or Laser Controller. 

The Arm Controller executes arm movements via stepper motors or adjusts direction using steering actuators. 

The Laser Controller operates the laser module and adjusts its position using servos based on commands. 

RESULT  

 The proposed AI-based system detects and classifies harmful insects on crops using image processing, and eliminates them precisely using a laser-

targeting mechanism. This reduces pesticide usage, ensures targeted pest control, and promotes healthier crop growth. 

 

     
  

 

 

 

 

 

 

 

Table 6.1: Algorithm Comparison Table  

Sr, No. Model Name Accuracy Precision Recall F1-Score 

[1] Faster R-CNN 89.6% 0.85 0.88 0.86 

[2] SSD (VGG-16) 87.2% 0.82 0.84 0.83 

[3] RetinaNet 91.0% 0.86 0.89 0.87 

[4] YOLOv4 94.6% 0.91 0.92 0.91 

[5] YOLOv5 96.4% 0.94 0.95 0.94 

[6] YOLOv8 

(Proposed) 

98.2% 0.97 0.96 0.96 
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Trials of the System in Farm: Deployment of the system in the real farm environment 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

      

 

Fig: 6.1 Laser Controller, Camera  

 

 

 

 

 

                    

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 6.2 Arm Controllers, Wheels, Power Supply.  
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CONCLUSION  

Robotic Pest Control system effectively detects and classifies harmful insects on crops using advanced image processing and the YOLOv8 algorithm, 

known for its speed and accuracy. By integrating a laser-targeting mechanism, the system eliminates pests with precision, reducing the need for chemical 

pesticides and minimizing environmental impact. This approach not only enhances crop health and yield but also supports sustainable and eco-friendly 

farming practices, making it a valuable solution for modern agriculture.  

FUTURE SCOPE  

In the future, the proposed system can be enhanced by integrating it with drones to cover larger agricultural areas and hard-to-reach locations efficiently. 

A real-time mobile application can be developed to alert farmers about pest presence and control status instantly.  
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