International Journal of Research Publication and Reviews, Vol (6), Issue (6), June (2025) Page — 3047-3051

International Journal of Research Publication and Reviews

Journal homepage: www.ijrpr.com ISSN 2582-7421

WWW.IJRPR.COM

Cervical Cancer Detection

Dr. C. Nandini, 2Prof. Mamatha A, *Vinay P Potdar, *Srujan Jaka, °Shravan K N, ®Vivek V Korti

123 Computer Science and Engineering Dayananda Sagar Academy of Technology & Management Bengaluru, India
456Student, 3th Year, B.E Computer Science and Engineering Dayananda Sagar Academy of Technology & Management Bengaluru, India

ABSTRACT-

Cervical cancer remains one of the leading causes of cancer-related deaths among women worldwide, especially in low- and middle-income countries. Early
detection and diagnosis are crucial for successful treatment and improved survival rates. In this study, we aim to leverage i mage processing and machine learning
techniques to detect cervical cancer at an early stage using medical imaging datasets such as Pap smear images. By employing automated analysis of cervical cell
images, we can identify abnormal patterns and classify stages of the disease with higher accuracy and speed than traditional methods. Our approach utilizes
various machine learning models to extract features, classify cell abnormalities, and predict the risk level associated with cervical cancer. This can significantly
aid healthcare professionals in making informed decisions and improve screening programs by reducing human error and resource burden. With advancements in
computer vision, artificial intelligence, and cloud- based diagnostic tools, we envision a future where cervical cancer detection becomes more accessible, reliable,
and cost-effective.

Keywords — cervical cancer, early detection, medical imaging, image processing, feature extraction, classification, machine learning, deep
learning, Pap smear, cancer screening, digital pathology, convolutional neural networks (CNN), automated diagnosis, biomedical datasets,
healthcare Al, visual diagnostics.

INTRODUCTION-

Cervical cancer is a significant public health concern, particularly in low- and middle-income countries where access to timely and effective
screening remains limited. Early and accurate detection is critical to improving survival rates and reducing the burden on healthcare
systems. In recent years, advances in machine learning and image processing have opened new avenues for automating and enhancing cervical
cancer diagnosis. The dataset utilized in this research comprises high-resolution cervical cell images, including Pap smear slides, which
contain both normal and abnormal cell samples labeled across various stages of cancer development.

By analyzing these images, our system employs advanced image processing techniques to extract meaningful features such as cell shape,
nucleus size, texture, and spatial distribution. These features are then input into a classifier designed to distinguish between healthy and
potentially cancerous cells. The classifier identifies patterns associated with cervical dysplasia and malignancy, providing a probabilistic
estimate of the presence of precancerous or cancerous conditions. In addition, a regression model is applied to assess the progression or severity
of the abnormality, aiding in stage-wise categorization of the disease.

Further, our approach includes a multi-class classification mechanism that categorizes detected abnormalities into stages such as Normal, ASC-
US (Atypical Squamous Cells of Undetermined Significance), LSIL (Low-Grade Squamous Intraepithelial Lesion), HSIL (High-Grade), and
Carcinoma. This level of granularity provides clinicians with precise insights necessary for patient-specific treatment planning.

These predictive models not only enhance the speed and accuracy of diagnosis but also significantly reduce the reliance on manual screening,
which is often subject to variability and limited by the availability of expert cytologists.

Keywords — cervical cancer, Pap smear, early detection, image processing, machine learning, computer vision, deep learning, feature extraction,
classification, regression, multi- class classification, medical imaging, automated diagnosis, convolutional neural networks (CNN), digital pathology,
healthcare Al.

.LITERATURE REVIEW

The objective of this thesis is to investigate the potential of machine learning and image processing techniques in the early detection and
classification of cervical cancer. This work leverages publicly available cervical cytology datasets and incorporates state-of-the-art algorithms to
create predictive and diagnostic models. The aim is to assist healthcare professionals in detecting cervical abnormalities earlier and with greater
accuracy. The study is based on three main investigations
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Detection and Classification of Cervical Cancer Using Pap Smear Images

In this investigation, cervical cell images from benchmark datasets such as Herlev and SIPaKMeD were analyzed using computer vision techniques.
Various pre-processing steps including image enhancement, noise reduction, and segmentation were applied. Feature extraction methods such as Local
Binary Patterns (LBP), Histogram of Oriented Gradients (HOG), and color-texture analysis were used to build a feature-rich dataset. Machine learning
classifiers including Support Vector Machines (SVM), Random Forest, and Convolutional Neural Networks (CNN) were trained to classify cervical
cells into categories like normal, low-grade, and high-grade squamous intraepithelial lesions. The objective was to build a robust diagnostic tool for
early-stage cancer detection.

Predicting Severity of Cervical Lesions Using Multimodal Data

This phase of the study focused on estimating the stage of cervical cancer using a regression approach. In addition to cytology images, patient
metadata such as age, HPV status, and medical history (when available) were incorporated to improve the accuracy of predictions. A regression
model was built to predict lesion severity on a continuous scale, aiding clinicians in assessing disease progression and determining treatment
urgency.

Real-Time Screening Potential Using Deep Learning for Mobile and Point-of-Care Systems

A significant portion of the population in low-resource settings lacks access to expert cytologists. This investigation evaluates the feasibility of
integrating deep learning-based detection models with mobile and embedded systems for real-time cervical cancer screening. Using lightweight
CNN architectures such as MobileNet and EfficientNet, the study explores model optimization techniques like quantization and pruning to
deploy diagnostic tools on smartphones or handheld screening devices, ensuring accessibility without compromising diagnostic quality.

A Narrative Review of Statistical and Computational Approaches

Cervical cancer detection has traditionally relied on manual screening techniques, but modern advancements in computational methods are
rapidly transforming the landscape. Incorrect application of statistical models in medical diagnosis can lead to false positives/negatives,
unnecessary treatments, or missed early interventions. This narrative review highlights:

Commonly used statistical and machine learning techniques in medical image classification.

. The importance of feature selection, class imbalance handling, and validation strategies in medical datasets.

. Current advancements in deep learning, ensemble models, and hybrid systems tailored for medical diagnostics.

. Challenges in interpretability, ethical considerations, and the need for explainable Al in healthcare settings.
This thesis offers a comprehensive exploration of how machine learning and image processing can be applied to automate and enhance cervical cancer
detection, especially in settings with limited access to medical expertise. The findings provide a foundation for future development of Al-assisted
diagnostic systems that are accurate, affordable, and scalable for global healthcare.

Dataset Details:

The dataset used in this study comprises two main components: the image file set and the patient metadata file. The image file set consists of high-
resolution cervical cell images obtained from Pap smear tests, sourced from publicly available datasets such as Herlev and SIPaKMeD. Each
image is annotated by expert cytopathologists and classified into diagnostic categories such as Normal, ASC-US (Atypical Squamous Cells of
Undetermined Significance), LSIL (Low-Grade Squamous Intraepithelial Lesion), HSIL (High-Grade Squamous Intraepithelial Lesion), and
Carcinoma.

Key attributes of the image data include a unique image 1D, diagnostic cell type labels, and in some cases, segmentation masks that delineate
cellular structures such as the nucleus and cytoplasm. The images vary in resolution, format, and staining techniques (typically the Papanicolaou
stain), making them ideal for testing the generalizability of machine learning algorithms across heterogeneous inputs.

Complementing the image data, the patient metadata file contains contextual clinical information linked to each image or patient ID. This
includes patient age, HPV (Human Papillomavirus) status, cytology results, and, where available, biopsy confirmation for diagnostic validation.
Additional fields such as past screening history, smoking status, contraceptive use, and parity may be included depending on the dataset,
providing valuable epidemiological context. These metadata enhance the predictive power of machine learning models by incorporating known
cervical cancer risk factors alongside image-derived features.

Together, these two components support the development of robust image processing and predictive modeling pipelines aimed at early detection
of cervical abnormalities. The dataset enables both classification tasks—such as identifying the type and severity of lesions—and regression-
based approaches for predicting disease progression. By integrating visual and clinical data, this dataset facilitates the creation of
comprehensive, Al-driven diagnostic systems that can assist healthcare professionals in screening, triage, and treatment planning, particularly in
low-resource settings where access to expert evaluation may be limited.
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Data Processing

To build an effective predictive model for cervical cancer detection, data is collected from digitized cervical smear images and associated patient
health records. The primary dataset comprises two key components: the Image Dataset and the Patient Metadata File.

The Image Dataset contains thousands of high-resolution cervical cell images captured during Pap smear screenings, annotated by expert
pathologists. Each image is uniquely identified and labeled according to the diagnostic category it falls under—such as Normal, ASC-US
(Atypical Squamous Cells of Undetermined Significance), LSIL (Low-Grade Squamous Intraepithelial Lesion), HSIL (High-Grade Squamous
Intraepithelial Lesion), or Carcinoma.

These images are further processed to extract relevant features such as nucleus shape, cytoplasm-to-nucleus ratio, texture patterns, and chromatin
distribution using advanced image processing techniques. Where available, segmentation masks highlight the region of interest (ROI) within
each image, aiding the model in distinguishing healthy cells from precancerous or malignant ones.

The Patient Metadata File complements the image data and includes clinical and demographic information indexed by unique Patient ID or
Image ID. Key fields in this file include patient age, HPV status, prior screening history, cytology results, biopsy confirmations, and additional
risk factors such as smoking habits, parity, contraceptive use, and history of sexually transmitted infections. These data points help provide a
more holistic view of patient health, allowing machine learning models to correlate cellular abnormalities with real-world risk factors and
personal health profiles.

TABLE 1. Dataset features, number of entries and missing values.

Number Features Entries  Missing
data
1 Age 858 0
2 Number of sexual partners 832 26
3 First sexual intercourse 851 7
4 Num of pregnancies 802 56
5 Smokes 845 13
6 Smokes (years) 845 13
7 Smokes (packs/year) 845 13
8 Hormonal Contraceptives 750 108
9 Hormonal Contraceptives (years) 750 108
10 IUD 741 117
11 IUD (years) 741 117
12 STDs 753 105
13 STDs (number) 753 105
14 STDs:condylomatosis 753 105
15 STDs:cervical condylomatosis 753 105
16 STDs:vaginal condylomatosis 753 105
17 STDs:vulvo-perineal 753 105
condylomatosis
18 STDs:syphilis 753 105
19 STDs:pelvic inflammatory disease 753 105
20 STDs:genital herpes 753 105
21 STDs:molluscum contagiosum 753 105
22 STDs:AIDS 753 105
23 STDs:HIV 753 105
24 STDs:Hepatitis B 753 105
25 STDs:HPV 753 105
26 STDs: Number of diagnosis 858 0
27 STDs: Time since first diagnosis 71 787
28 STDs: Time since last diagnosis 71 787
29 Dx:Cancer 858 0
30 Dx:CIN 858 0
31 Dx:HPV 858 0
32 Dx 858 0

Problem Statements

Task 1: This project aims to develop a machine learning model capable of analyzing cervical cell images and relevant patient metadata—including
cytological features, HPV status, and demographic risk factors—to accurately detect and classify cervical abnormalities into predefined diagnostic
categories such as Normal, LSIL, HSIL, and Carcinoma.

Task 2: The objective is to build a reliable and interpretable diagnostic support system that facilitates early detection and clinical decision-making. The
system will visualize classification outcomes and trends using charts and graphs, helping medical professionals monitor disease progression and
screening outcomes over time.
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Task 3: The system will also assess the severity level of abnormal findings by estimating lesion grade and determining whether the pathology affects a
single region or is indicative of more widespread or aggressive conditions. It will differentiate between minor, precancerous abnormalities and major or
malignant cases, assisting in triaging patients for further testing or immediate treatment.

The primary objective of this project is to develop a machine learning-based system that can accurately detect cervical cancer by analyzing digitized
Pap smear images and patient metadata. In Task 1, the focus is on training a classification model using image processing techniques to extract
meaningful features—such as cell morphology, nucleus size, and texture— and combining them with clinical risk factors like HPV status, age, and
screening history to predict the presence and type of cervical abnormality. Task 2 involves building a reliable and interpretable decision-support system
that visualizes the model’s predictions using graphs and dashboards, allowing healthcare professionals to quickly assess diagnostic results and monitor
trends over time

Methodology

This process involves comparing cervical cell images and clinical data from both cancer-positive and cancer-negative cases to identify key diagnostic
indicators. By analyzing correlation maps and feature importance scores, the system identifies critical characteristics associated with cervical
abnormalities, such as irregular nucleus boundaries, high nucleus-to-cytoplasm ratios, coarse chromatin texture, or atypical cell clustering. These
insights enable the development of predictive models that can classify cell images in real time with high precision.

Machine learning algorithms are central to improving diagnostic accuracy. Labeled datasets, comprising expertly annotated Pap smear images, are used
to train models capable of detecting subtle visual patterns indicative of precancerous or cancerous conditions. With continuous exposure to new data,
these models refine their predictive capabilities, making them increasingly effective in identifying early signs of cervical cancer.

This approach not only facilitates timely and accurate detection but also supports preventive care through early intervention. For instance, the system
can flag abnormal image features or high-risk patient profiles, prompting further investigation or follow-up screenings. This is especially valuable in
low-resource or high-burden settings, where timely diagnosis can significantly improve outcomes.

Final features selected for cervical cancer prediction include:

. Nucleus area and perimeter

. Nucleus-to-cytoplasm ratio

. Texture gradients and chromatin density
. Irregularity in cell boundary shapes

The collected image and clinical data underwent comprehensive preprocessing, including grayscale normalization, noise removal, and
segmentation of the nucleus and cytoplasm. Outliers were identified and filtered to reduce false predictions. Feature engineering techniques were
applied to extract diagnostic traits using contour detection, morphological operations, and texture analysis. Machine learning models—such as
Convolutional Neural Networks (CNNs) for image classification, alongside Random Forest and Gradient Boosting for patient metadata
analysis—were deployed for multi-class, disease progression prediction (regression), and multi-label classification of risk factors.

Integration with real-time image capture devices and electronic health records allows for continuous analysis and dynamic diagnostics. By
combining image processing, clinical metadata, and artificial intelligence, this methodology represents a scalable and impactful solution for
enhancing cervical cancer screening and diagnosis. It highlights the transformative potential of machine learning and digital pathology in
reducing the global burden of cervical cancer and improving women's health outcomes.

Result

The methodology for cervical cancer detection using machine learning involves a systematic workflow comprising image acquisition,
preprocessing, feature extraction, and model training. The core objective of this study is to utilize machine learning algorithms to analyze
microscopic cervical cell images and associated clinical metadata for early and accurate detection of precancerous and cancerous conditions. Key
image-based features—such as nucleus size, nucleus-to- cytoplasm ratio, texture irregularities, and boundary contours—were extracted using
advanced image processing techniques including morphological operations and segmentation algorithms.

Linear_Regression:

Linear Regression was initially employed as a baseline for regression-based tasks such as estimating lesion severity. However, due to the
complex and high-dimensional nature of the feature space, the model yielded high mean squared error (MSE) and demonstrated limited
predictive power, underscoring its inadequacy for this medical imaging problem.
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Support_Vector_Regressor(SVR):

SVR was explored as a more robust alternative for capturing non-linear relationships in the data. It constructs an optimal hyperplane to minimize
error based on key support vectors, offering improved performance over linear regression. However, given the multi-class nature and subtle
variations in cervical cell morphology

Random_Forest_Regressor:

Among the models tested, the Random Forest Regressor achieved the best results in estimating lesion progression scores and classifying
image samples. As an ensemble learning method, it aggregates predictions from multiple decision trees, thereby reducing variance and
improving overall model accuracy. This approach was especially effective in handling the diverse and noisy feature sets extracted from
microscopic images.

Conclusion

Cervical cancer detection using machine learning presents significant advancements in medical diagnostics by offering a data-driven approach to
enhance early detection and patient outcomes. By analyzing key features extracted from cervical cell images—such as nucleus size, texture, shape
irregularities—and integrating patient clinical data, this research demonstrates how machine learning can be effectively utilized to identify
precancerous and cancerous conditions.

This study underscores the value of predictive models in medical imaging, as they not only classify the presence of abnormalities but also help
estimate lesion severity and progression risk. The findings suggest that combining high-resolution image analysis with machine learning
algorithms can provide valuable insights into cellular morphology and patient risk profiles, improving diagnostic accuracy and clinical decision-
making.

As imaging technologies and artificial intelligence continue to evolve, the potential for real-time, automated cervical cancer screening and
predictive analytics will expand, offering new opportunities for improving early detection rates and reducing the global burden of cervical
cancer.

In conclusion, applying machine learning to cervical cancer detection represents a transformative shift in how screening and diagnosis are
conducted. It empowers healthcare providers with enhanced tools for early and accurate diagnosis, supports personalized treatment planning, and

contributes to the broader goal of improving women's health outcomes and survival rates.
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