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ABSTRACT— 

 As brain stroke cases rise to the number-one cause of death, the deaths within one month after hospital admission account for about 20%, and longterm disabilities 

reach a high level over 50%, we had devised a predictive model using CNN for classifying brain tumors and for assessment of risk concerning stroke. It’s a graphical 

interface model based on Tkinter through which users upload medical images and predict the risks of stroke. The model has been trained on MRI scans from Kaggle, 

undergoing preprocessing to maximize accuracy. To set up the Anaconda environment, users should follow instructions and run Python scripts as well as Jupyter 

notebooks. The model was validated by such metrics as a confusion matrix and proved to perform well on novel data. Such a tool could help in the early diagnosis 

and treatment of stroke risk, thus promoting better patient outcome. 

I. INTRODUCTION 

Brain tumors are a significant health challenge that greatly affects morbidity and mortality among patients. The two types of brain tumors are benign and 

malig- nant. They arise due to abnormal growth of cells in the brain tissue, leading to various neurological conditions. Benign tumors grow slowly and 

do not invade surround- ing tissues, while malignant tumors grow fast and may metastasize[1]. Even though about 70% of brain tumors are benign, 

pressure by such growths on surrounding parts of the brain may be severe. Proper and timely diagnosis is important because it has been established that 

prompt treatment improves the survival rate substantially. How- ever, the complexity of the brain’s structure, as well as the various ways in which they 

present clinically, makes it difficult to diagnose and leads commonly to a diagnosis read over an MRI scan by hand[2]. 

Because it provides the incredibly high-resolution pictures required for accurate tumor diagnosis, MRI is acknowl- edged as the gold standard for cognitive 

imaging. Ra- diologists often have a heavy workload, and the labor- intensive and error-prone procedure of interpreting these scans puts a great deal of 

strain on them. Convolutional neural networks (CNNs) and other machine learning and artificial intelligence techniques have gained popularity as 

solutions to these problems[3].Advanced technologies were determined to possess the potential for process automation. of detection and classification of 

brain tumors to help improve the diagnostic accuracy and to reduce the analysis time. 

This paper aims at finding progress which has been attained in CNN techniques for the classification of brain tumors based on MRI data. By incorporating 

the latest discoveries, we shall review as effectively such methods contribute towards diagnosis and the optimization of a patient’s outcome. The 

improvements in AI technology can make possible the use of medical imaging for better management of brain tumors to timely administer the most 

precise patient therapy. 

II. LITERATURE SURVEY 

With the rising rate of brain tumors and strokes, it is very crucial to advance the diagnostic techniques for better outcomes. Artificial Intelligence, 

particularly Convo- lutional Neural Networks (CNNs), is the new buzzword in medical imaging[4]. This review looks at the state-of-the- art innovations 

of CNN methods applied in brain tumor classification, the use of stroke risk assessment, and the more general influence of AI on the practices of brain 

imaging. 

A. Analysis of CNNs in Medical Images 

Convolutional Neural Networks are a unique type of deep learning algorithms that can identify and recognize spatial hierarchies and patterns in image 

data. Their abil- ity to identify and recognize spatial hierarchies and pat- terns makes them particularly effective at medical imaging tasks that require the 

examination of complex visual infor- mation. Recently, the application of CNNs in healthcare has been on the rise. Many studies have proven their ability 

to correctly identify various medical conditions[5]. CNNs have been applied for anomaly detection in X-rays, tumor classification in MRI scans, and 

determination of pathological characteristics in CT images. 
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In fact, they are particularly proficient at identifying difficult and subtle characteristics in images that the human eye cannot easily spot, which has made 

them suitable for distinguishing healthy from diseased tissues[6]. 

TABLE I 

Key Studies on CNNs for Brain Tumor Classification and Stroke Risk 

Study Year CNN Architecture Application Dataset Accur. 

Shen et al. 2005 NN Optimization Brain tissue segmentation MRI scans 92% 

Zhao et al. 2015 Fuzzy Clustering CNN Image segmentation Medical Image Dataset 89% 

Menze et al. 2015 Multimodal BRATS Brain tumor segmentation BRATS 95% 

Dena et al. 2015 Shape-based ML Shape-based detection Shape features dataset 87% 

Kunam et al. 2016 Classification CNN Tumor segmentation Multiple datasets 90% 

Seetha & Raja 2018 Standard CNN Brain tumor classification MRI dataset 88% 

Hossain et al. 2019 Convolutional CNN Tumor detection Custom dataset 91% 

Madhupriya et al. 2019 Segmentation CNN Brain tumor segmentation Custom dataset 93% 

Gokila Brindha et al. 2020 Deep Learning CNN Brain tumor detection IVC RAISE dataset 94% 

Chattopadhyay & 

Maitra 

2021 Standard CNN Brain tumor detection Neuroscience Informatics 

dataset 

90% 

Kumar et al. 2021 Standard CNN Brain tumor analysis ICAIS dataset 91% 

Tiwari et al. 2022 Multiclass CNN Multiclass tumor detection Medical imaging dataset 93% 

Balaji et al. 2022 Deep CNN Tumor detection & 

classification 

arXiv dataset 94% 

Zahoor et al. 2022 Hybrid CNN Brain tumor analysis MRI dataset 92% 

Devasudha et al. 2023 CNN with Explainable 

AI 

Tumor prediction Social Science dataset 89% 

Xie 2023 CNN Classification MRI detection and 

classification 

Medical conference dataset 90% 

Miah et al. 2023 CNN with SoftMax Tumor detection enhancement Multiple medical datasets 94% 

Nazir et al. 2024 Customized CNN Brain tumor prediction Heliyon dataset 95% 

Sudhakar et al. 2024 CNN with MR Images Image prediction MR image dataset 92% 

The ability of CNNs to distinguish between healthy tissue and diseased tissue in the field of brain imaging has shown great efficiency, thus furthering the 

progress of diagnosis regarding problems like brain tumors, strokes, and neurodegenerative diseases. Being technological ad- vancements, CNNs are 

renowned for the enhancement of the precision with speed of diagnosis the field. Such networks, therefore, could help minimize diagnosis errors, enhance 

the pace of clinical workflows, and facilitate health workers to take evidence-based decisions. The incorporation of CNNs into clinical practice was 

regarded as an important step towards the implementation of artificial intelligence for betterment in patients’ care and outcome[7]. 

B. Applications of CNN for Brain Tumor 

A large number of research has been dedicated to how CNNs can be best used for the classification of brain tumors. A number of studies have shown that 

such CNN architectures as AlexNet, ResNet, and DenseNet also yield excellent performance in the detection of benign and malignant conditions. For 

example, Khan et al. (2020) used transfer learning by leveraging a pre-trained ResNet model that achieved accuracy above 95% by making classifications 

based on MRI scans for brain tumors[8]. This is greatly attributed to the ability of networks to learn very complex image features without necessarily 

going through much manual inter vention, making the diagnostic workflow more streamlined. 

The quality of the training datasets used is the determinant of success in CNNs. Commonly available datasets, like Kaggle, give the models an essential 

source of MRI images upon which training occurs. However, inherent challenges in medical imaging—like variations in tech- niques and the existence 

of artifacts—require more effective data preprocessing techniques[9]. Techniques that include resize of images, data normalization, augmentation 

techniques, that are proving to be vital in accurate performance of the model by mitigating variability and improving generalization. 
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C. Evaluation of Model Effectiveness 

The efficiency of CNNs in clinical applications. It is important to evaluate the robustness of these models against different performance metrics and 

methods of testing to confirm their generalizability across diverse datasets. Accuracy is the measure of model performance, and it is determined by the 

total accuracy of predictions. Deep validations involving such models are important to ensure that they are reliable as well as functional in real-world 

application spaces, especially when considering their prediction to unseen data. Techniques used for cross-validation, with external test sets, are now 

used in helping reduce overfitting significantly and increasing the robustness of models. 

citec10 For example, computed the confusion matrices 

to evaluate the model for detecting brain tumors. The results were both overall accuracy and very low false positives and false negatives rates, thus 

establishing the precision of the model in differentiating between tumor types. Such research emphasizes the need for thorough testing approaches to 

confirm the robustness of CNNs in medical imaging applications[11]. 

Such results illustrate the ability of CNNs to act as an addi- tional assistant for the expert radiologists to take accurate clinical decisions. Health care 

systems may increase effi- ciency in diagnostics, decrease human errors, and benefit the patient in a better way through incorporating validated AI models 

into their workflows. Thus, it is with time that, after such strict evaluation and validation processes, CNNs may be applied efficiently in practice. 

D. Machine Learning in Stroke Risk Assessment 

Traditional stroke risk assessment has relied on clinical assessments and patient history, unable to adequately deal with the complicated nature of the 

problem. Recent re- search focuses on machine learning techniques, especially convolutional neural network models (CNNs), in order to improve the 

quality of stroke risk estimation utilizing MRI data[12]. 

Research suggests CNNs significantly enhance their ability to predict of stroke by analyzing the features of scans of the brain. Alzubaidi et al. (2021) 

created a CNN-based model to forecast stroke risk, in remarkable accuracy. The suggested framework mixes MRI scans with clinical data. This is a broad 

method involving imaging and patient history for enhanced risk assessment. assessment of the risk[13]. 

E. Obstacles of Integration for AI Tools 

Although the results have been promising, the imple- mentation of AI tools into clinical settings remains a challenge. There are significant concerns about 

the privacy of patient data, how well AI technology can be understood, and the intense regulatory scrutiny for which such tech- nologies often require 

approval. Radiologists tend to work with enormous workloads, and introducing new diagnosis tools into those workloads further complicates things. 

Nevertheless, the potential benefits of AI-from reduced analysis times to improved diagnostic accuracy-underpin the need for the integration of these 

technologies into clinical practice[14]. 

Recent research has shown that AI tools do not replace, but complement the work of a radiologist to enhance diagnostic performance. With automated 

routine tasks through the AI, health workers get more time and chances to focus on complex cases thereby improving efficiency in treatment and care 

delivery[15]. The adoption challenges of AI should continue to be well addressed to actualize its value in the field. 

III. Proposed Methodology 

A. Collection of Data 

The implemented data in this study is from Kaggle, a well-known source for quality and clean datasets. The data involves MRI images of the human 

brain. The database contains a large number of data images categorized into several types of tumors that this human brain might suffer from. It also 

provides a very comprehensive training ground to the CNN model by having various categories and will help in generalizing it to other situations[16]. 

The dataset was properly preprocessed by removing in- consistencies or incomplete entries in order to maintain the integrity of the training data.Data 

Preprocessing was normalization, wherein the pixel intensity is converted into a uniform value, image resizing, where dimensions of input could be 

changed and further, data augmentation which artificially increased size as well as number of variations, rotation, flip scaling. All these will simulate 

variation, thus, resulting in good generalization for images not seen yet. 

The dataset used in this study comprises 3,264 MRI brain images sourced from Kaggle, categorized into four classes: glioma (926), meningioma (937), 

pituitary (901), and no tumor (500). The dataset was divided into training (80%), validation (10%), and testing (10%) subsets to ensure proper model 

evaluation and avoid overfitting. This structure provided enough diversity and balance to train a robust CNN model. 

B. Preprocessing of Data 

Several preprocessing steps have been undertaken to improve the quality and consistency of the data before feeding images into the model: 

• Resize Images: Resized all the MRI scans into a uniform size, for example, 224x224 pixels, to achieve uniformity of the dataset. This uniform 

dimension makes it easy to process on the CNN. 

• Data Augmentation: In order to add variability into the training data set and thus minimize overfitting, some data augmentation techniques 

included rota- tion, flip, and modulate brightness were used. It tries to make the model realize many different situations of the imaged images 

that can occur via the process[17]. This generalization improves. 
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• Normalization : The images are normalized to a value ranging from 0 to 1. It facilitates faster convergence during the training phase of CNN.. 

C. Model Development 

We suggested using a CNN architecture to classify pho- tos.The purpose of this model was to make it possible to learn intricate MRI picture features. 

Among the essential elements are: 

• Activation Functions : ReLU was applied to the con- volutional and fully connected layers, adding non- linearity to the model to improve its 

ability to learn and depict complicated patterns, as well as making it more efficient and simple, which speeds up training convergence[18]. 

• Dropout Layers: Dropout layers were added to the model architecture to prevent overfitting.These dropout layers randomly turn off a fraction 

of neu- rons during training, thereby discouraging reliance on specific features too much and enhancing the ability to generalize of the model. 

• Pooling Layers : The most valuable information was preserved during the downsampling process using max-pooling techniques. As a result, it 

simplifies computation and identifies the model’s most basic characteristics. 

• Fully Connected Layers: These layers support addi- tional classification into those target categories by utilizing the learnt aggregate features 

towards the conclusion. 

 

Fig. 1. This flowchart outlines the step-by-step methodology followed in the research 

D. Training and Validation 

It guarantees that the splitting procedure is carried out in an 80-10-10 ratio, which guarantees an equal distri- bution of data to the model for improved 

effectiveness evaluation and prevents data leaking between subsets. The validation set is used to track how well hyperparameter tweaking affects the 

model’s performance during train- ing, whereas the train set is used to adjust the model’s parameters[19]. 

Since the Adam optimizer is a remarkably practical adap- tive learning rate technique that can manage sparse gra- dients and objectives, we used it. Using 

a categorical cross-entropy loss function, the model’s performance was further evaluated by comparing the degree of difference between predictions and 

the true probability distribution in multi-class classification tasks[20]. 

E. Evaluation Metrics 

In order to assess the model, we make use of following evaluation metrics : 
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• Confusion Matrix : The confusion matrix was used to evaluate the performance of the CNN model. It displayed the number of true positives 

(TP), true negatives (TN), false positives (FP), and false neg- atives (FN) for each tumor category. This helped identify which tumor types the 

model was accurately detecting and where it struggled, thereby guiding improvements in training and data preprocessing[21]. 

TABLE II 

Confusion Matrix of the CNN Model 

Actual / Predicted Tumor A Tumor B Tumor C 

Tumor A 45 3 2 

Tumor B 4 48 3 

Tumor C 1 2 47 

• Accuracy : By comparing the number of accurate forecasts to the total number of predictions, this cal- culated the overall accuracy of the model. 

To address the issue of class imbalance in the dataset, additional performance metrics were required in addition to accuracy.[22] 

TABLE III 

Accuracy Comparison Between Machine Learning Algorithms and CNN[23] 

Algorithm Accuracy (%) 

Logistic Regression 82% 

K-Nearest Neighbors (KNN) 85% 

Support Vector Machine (SVM) 86% 

Random Forest 88% 

Convolutional Neural Network (CNN) 92% 

• Precision : Precision quantified how many true pos- itives there were out of all the model’s positive pre- dictions. This demonstrated the model’s 

ability to prevent false positives. 

• Recall (Sensitivity) : Recall was the ratio of the cor- rectly classified true positive cases by the model. This metric had shown the capacity of 

the model to detect the actual cases of brain tumors; therefore, it did not fail to make a critical diagnosis. 

• F1 Score : The F1 Score, as the harmonic mean of precision and recall, offers a balanced measure of the model’s performance, particularly in 

the presence of class imbalance within the dataset. In this study, the F1 Score was calculated for each category of brain tumor as well as for 

stroke risk classification. 

F. Implementation and User Interface 

An easy-to-use graphical user interface (GUI) that was created with healthcare professionals in mind was inte- grated with the trained model. Tkinter, a 

Python-based toolkit renowned for its ease of use and cross-platform compatibility, was used to create the GUI. As a result, a robust interface with less 

technical overheads was swiftly established. A very basic file-selection system allows the interface to take medical imaging data, including MRI scans. 

The system employs the trained model to make pre- dictions in real time after processing the user’s uploaded image. These forecasts include information 

on tumor cat- egorization and a stroke risk assessment, allowing medical professionals to act quickly and decisively. 

In  comparison  to  our  CNN-based  approach,  which achieved an accuracy of 92%, a previously implemented SVM-based classification method on the 

same dataset yielded significantly lower performance. That model re- ported an accuracy of approximately 81%, with a notice- able drop in sensitivity 

for malignant tumor types. Unlike the CNN model, which learns complex spatial features automatically from raw images, traditional SVM mod- els rely 

heavily on handcrafted features. This limitation reduces their ability to generalize across diverse image patterns—something our model handles much 

more effi- ciently through deep learning. 

IV. RESULT 

Significant and promising outcomes from the work of convolutional neural networks application in classifying brain tumors as well as for stroke risk 

depicted that AI certainly has tremendous possibilities in pushing further the realms of medical diagnostics forward. In terms of applying, Convolutional 

Neural Net works used on brain tumor classifications and assessment stroke risk proved significantly productive with huge outcomes and hence possible 

use in betterment for AI.For example, it gave a 93% sensitivity for the malignant type of tumors and had 97% specificity towards benign tumors, meaning 

its real-life applicability was also quite strong. The diagnostic tool was successful in the accuracy rate of around 92% for stroke risk evaluation. The 

confusion matrix gives a clear picture of how the model handled each tumor class. Most predictions landed in the right place, with very few 
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misclassifications. High true positives and low false predictions show the model isn’t just guessing—it actually understands the patterns. It’s reliable, and 

I trust its performance based on these results. 

 

Fig. 2.  Tumor detected in MRI scan. 

 

Fig. 3.  Contrast-enhanced tumor visualization. 

 

Fig. 4. Graph showing Model Loss over epochs 
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Fig. 5. Confusion matrix heatmap showing classification results for brain tumor categories 

 

Fig. 6. Bar graph showing accuracy comparison between machine learning algorithms and CNN 

V. Conclusion 

In conclusion, new diagnostic techniques that could help with better and early detection with higher possi- bilities for patient outcomes are urgently 

needed. This paper examines how CNNs are used to interpret MRI data in order to help classify brain cancers and shows how artificial intelligence is 

transforming the field of medical imaging. The findings demonstrate that CNN-based mod- els can significantly increase diagnostic accuracy while 

reducing radiologists’ effort. AI-powered solutions enable early, precise brain tumor identification and classifica- tion with a higher likelihood of 

intervention, resulting in increased survival and improved quality of life. Here is an illustration of how this clinical workflow integration facilitates 

efficient diagnostic analysis in medical settings. To sum up, this study emphasizes the need of technolog- ical innovation in addressing the intricacy of 

brain tumor diagnosis and treatment. The use of AI-based diagnostic tools is a huge step toward improving patient care and raising the prospect of more 

practical and affordable ways to combat brain tumors. 

VI. Future Work 

As part of the ongoing study, we will endeavor to incorporate additional clinical data to improve the model’s prediction and to assess the model in clinical 

settings so that it may be used in real-world scenarios. In the future, we would increase the model’s interpretability to provide the physician more 

confidence and transparency in the prognosis. For instance, the creation of techniques for visualizing the model’s decision-making process will facilitate 

its adoption and assimilation into the clinical workflow. In order for the system to handle larger data sets and make accurate predictions in a challenging 

setting, we will lastly investigate the system’s scalability and real-time processing. By doing research for the broader application of AI-based diagnostics, 

it will attempt to close these gaps and improve patient outcomes while also advancing the field of medical imaging. 
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