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A B S T R A C T: 

The rapid growth of surveillance technology, along with the rising incidents of violence in both public and private settings,  has created a pressing need for 

automated systems that can detect violence in real-time. CCTV cameras, which are commonly used for security purposes, produce enormous amounts of video 

data that are simply too much to analyze by hand. Recent advancements in deep learning have demonstrated a lot of promise for automating the identification of 

violent behavior in CCTV footage. This review paper offers a thorough look at the latest deep learning techniques used for violence detection. We delve into 

different methods, such as convolutional neural networks (CNNs), recurrent neural networks (RNNs), and transformer models, and assess their effectiveness in 

terms of accuracy, computational efficiency, and real-time use. We also tackle the challenges that come with violence detection, like handling occlusions, varying 

camera angles, and low-resolution videos. Additionally, the paper reviews existing datasets, metrics, and evaluation methods in the field, along with the ethical 

issues related to surveillance and automated decision-making. Lastly, we pinpoint crucial areas for future research and suggest ways to enhance model reliability 

and implementation in real-world situations. By examining the current landscape, this review seeks to offer valuable insights into creating more efficient, 

dependable, and scalable violence detection systems through deep learning.  
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1. Introduction 

In our modern world, there's been a noticeable surge in the demand for automated security systems. This shift is largely fueled by the growing need to 

boost public safety and curb crime rates. Traditional methods of keeping an eye on security footage, which depend on human operators, often fall short 

because of the overwhelming amount of data produced by CCTV cameras. To tackle this challenge, smart systems that utilize cutting-edge technologies 

like deep learning have emerged, enabling real-time detection of violent incidents. These systems offer quicker and more precise responses compared to 

manual monitoring. By automating the process of violence detection in CCTV footage, we can greatly enhance security outcomes,  providing constant, 

tireless surveillance and timely alerts in critical moments. 

 

Deep learning, which is a branch of artificial intelligence, has made impressive strides in a variety of computer vision tasks, making it a perfect match 

for automated surveillance systems. By utilizing techniques like Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and the 

newer transformer models, detecting violence in CCTV footage has become not only more feasible but also more efficient. These models allow systems 

to recognize intricate patterns in video data, effectively differentiating between violent and non-violent behavior with remarkable accuracy. 

 

With the rising interest in using deep learning for public safety, this paper sets out to offer a thorough review of the current methods for violence 

detection in CCTV systems. We’ll dive into the strengths and weaknesses of different deep learning models, discuss the datasets and evaluation metrics 

that are commonly used in this field, and consider the ethical implications of automating surveillance. Additionally, we’ll point out potential areas for 

enhancement and propose future research paths to improve the reliability and scalability of violence detection systems.  

 

The rest of this paper is laid out like this: In Section 2, we take a look at deep learning methods used for detecting violence in CCTV systems. Section 3 

dives into the typical challenges and limitations that come with putting these techniques into practice. Then, in Section 4, we discuss the ethical and 

societal impacts of automated surveillance. Finally, Section 5 wraps things up with some concluding thoughts and suggests future research directions in 

this area. 

2. Review of existing works 

The emergence of deep learning has truly transformed the field of computer vision, providing cutting-edge solutions for detecting violence. 

Convolutional Neural Networks (CNNs) have become a go-to choice for analyzing images and videos because they excel at learning complex feature 

hierarchies. For example, several studies have successfully used CNNs to spot violent activities in video frames by identifying spatial features that set 

violent behaviors apart from typical ones [1]. Different CNN architectures, like ResNet and VGG, have been implemented to boost accuracy, 

particularly in situations where subtle movements might signal violence [2]. Additionally, some research has explored the use of 3D CNNs to capture 

both spatial and temporal data from video sequences, significantly improving the system's capability to identify violent  actions in real time [3]. 
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CNNs have really made a mark in violence detection because they excel at picking up on spatial patterns in video frames that help tell apart violent 

behavior from non-violent actions. In the early days of this research, the focus was mainly on using 2D CNNs, which analyze individual frames of a 

video to pull out spatial features like body movements, gestures, or interactions that might signal violent behavior. A key approach in this field has been 

to leverage pre-trained CNN architectures, such as VGGNet and ResNet[5], as feature extractors. These models were originally trained on extensive 

image datasets like ImageNet and are then fine-tuned to spot violent actions by learning the spatial features that are unique to violence. The depth of 

these networks is essential because it allows them to capture intricate details, which is vital for telling apart violent behaviors—like physical fights or 

aggressive stances—from harmless activities[6]. For example, in one study, a fine-tuned ResNet architecture was employed to categorize video frames 

into violent and non-violent groups, achieving impressive accuracy thanks to the network’s knack for picking up on subtle spatial cues that suggest 

violence. 

 

Recurrent Neural Networks (RNNs), especially Long Short-Term Memory (LSTM) networks, have been used to tackle the timing and patterns of 

violence in video footage. Research, like the one referenced in [4], shows how effective it can be to combine CNNs with LSTMs for detecting violent 

behavior by capturing both the spatial and temporal patterns in video sequences. This combination helps the model understand the sequence of events, 

making it particularly good at spotting violent actions as they unfold over time. More recently, transformer-based models have become popular due to 

their impressive performance in various video recognition tasks, and they've also been looked at for violence detection [5]. These models use attention 

mechanisms to hone in on the most important parts of the video, which boosts accuracy and reliability even in tricky situations. 

 

The presence of labeled datasets is essential for pushing forward research in violence detection. There are several publicly accessible datasets, like the 

Hockey Fight Dataset [8], the Violent Flows Dataset [9], and the Crowd Violence Dataset [10], that researchers frequently use to train and evaluate 

deep learning models. These datasets include video clips showcasing both violent and non-violent incidents, which helps researchers develop models 

that can adapt to various situations. However, these datasets often come with their own set of challenges, such as class imbalance and a lack of diversity 

in the types of violence represented, which can complicate the training of models for real-world use. 

Methodology 

Various methodologies which are used by researchers are discussed below. The section also includes evaluation metrics for violence detection models. 

3D CNNs for Spatio-Temporal Feature Extraction 

One of the main techniques highlighted in the paper is the use of 3D Convolutional Neural Networks (3D CNNs). These networks take the concept of 

traditional CNNs a step further by working across both spatial and temporal dimensions. This capability is essential for capturing the flow of actions 

over time, which is particularly important in violence detection, as movements happen across multiple frames. The paper employs a variant of the 3D 

ResNet architecture, which strikes a great balance between computational efficiency and the power needed to learn the temporal dynamics crucial for 

identifying violent behavior. 

 

          (1) 

where, zi is the output of neuron i, f is the activation function, wij is the weight of the connection between neuron i and j, xj is the input signal from 

neuron j, bi is the bias term of neuron i, k is the number of neurons in the previous layer. 

Pre-trained Action Recognition Models 

To improve the model's performance in detecting violence, the authors turned to a pre-trained action recognition model built on ResNet. This model 

was initially trained on extensive action recognition datasets, such as Kinetics400, and has been fine-tuned specifically for violence detection by 

adjusting the final layers to focus on binary classification (violent vs. non-violent). By using this transfer learning method, the model can tap into the 

general motion patterns it learned from action datasets, which are essential for accurately identifying instances of violence. 

Auto-encoders and Memory Modules 

Auto-encoders are great tools for picking up on the usual patterns in video sequences. When they're put to the test, any significant departure from these 

established "normal" patterns gets flagged as a potential sign of violent behavior. Some versions of auto-encoders even incorporate memory modules to 

store typical normal patterns, which enhances their capability to spot anomalies that might suggest violent actions.  

2.1. Fine-tuned X3D-M Model 

The authors took the X3D-M model, which is a cutting-edge architecture made for recognizing actions in videos, and fine-tuned it for their specific 

needs. Initially, this model was pre-trained on extensive action datasets, and then it was tailored for the task of detecting violence. What makes the 
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X3D-M model stand out for this purpose is its knack for effectively capturing both spatial and temporal features, all while keeping computational 

demands in check. 

2.2. Transfer Learning with Pre-trained Models 

Transfer learning played a key role here, as pre-trained models like X3D-M were fine-tuned for violence detection by tapping into the broad features 

they picked up from extensive action recognition datasets. This approach really cuts down on the necessity for massive labeled violence datasets, which 

are usually hard to come by. 

2.3. Evaluation Metrics and Generalization 

When it comes to evaluation, we used metrics like accuracy (ACC), Binary Cross-Entropy Loss (BCE), and Area Under the Curve (AUC) to gauge 

how well the models performed. We also put the models through their paces under different conditions, including video compression artifacts, which 

often pop up in real-world surveillance situations. To make sure the models could handle new, unseen datasets, we carried out cross-dataset validation, 

ensuring they’re more flexible and ready for real-world applications. 

 

Accuracy Calculation: Accuracy is a common metric for evaluating classification models. It is defined as:  

(2)  

where, 

TP = True Positives (correctly predicted violent videos), 

TN = True Negatives (correctly predicted non-violent videos), FP = False Positives (non-violent videos incorrectly predicted as violent), 

FN = False Negatives (violent videos incorrectly predicted as non-violent). 

 

To sum it up, the methods used for detecting violence in surveillance footage rely on cutting-edge deep learning techniques to tackle the specific 

challenges of spotting violent actions in real-time. By employing Convolutional Neural Networks (CNNs), especially 3D CNNs, these approaches 

effectively capture both the spatial and temporal aspects of the footage, allowing for reliable detection of complex behaviors in various situations. Plus, 

by integrating pre-trained action recognition models through transfer learning, the models can better adapt to different datasets, which significantly 

boosts classification accuracy while keeping computational demands in check. 

Training, Testing and validation 

The Attention-based Artificial Neural Network (ANN) model designed for detecting violence was trained using 80% of video data sourced from public 

datasets that are frequently utilized in violence detection research, like the Hockey Fight Dataset and RWF-2000. The leftover data was divided into 

two segments: 10% for testing and another 10% for validation. 

To ensure the model could effectively handle new, unseen data, we implemented a 10-fold cross-validation technique. In each fold, the model was 

trained on 90% of the data and validated on the remaining 10%, rotating through different partitions to reduce bias. Once the cross-validation was 

complete, we moved on to the testing phase, which involved a separate portion of the dataset to assess the final model’s performance. 

Experimental Results  

Table 1 – Comparison of model performances 

 

Model 

Used 

Accuracy 

(%) 

Precision  

(%)        

Recall 

(%)        

F1 Score 

(%)        

 

3D CNN 88.3 85.1 87.2 86.1  

Two-Stream Network 90.5 87.9 88.8 88.3  

Attention-Based ANN 92.7 89.5 90.2 89.8  

 

Model Accuracy 

The model hit an impressive classification accuracy of 92.7% on the test set, showcasing its knack for distinguishing between violent and non-violent 

events in CCTV footage. This accuracy held steady throughout the 10-fold cross-validation, with only minor fluctuations caused by the different test 

sets used in each fold. Such a high accuracy suggests that the model has successfully grasped the spatial and temporal features that signal violent 

actions in the video sequences. 
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Precision, Recall, and F1 Score 

To evaluate how well the model performed, we looked at precision, recall, and the F1 score, which help us under -stand the trade-off between false 

positives and false negatives.  

Precision: The model boasted a precision rate of 89.5%, meaning that when it flagged an event as violent, it was right 89.5% of the time. 

Recall: With a recall score of 90.2%, the model was able to identify 90.2% of the actual violent incidents, which means it did a good job of catching 

most of the real events without letting too many slip by. 

F1 Score: Finally, the F1 score, which combines both precision and recall into a single metric, came in at 89.8%. This score highlights how well the 

model balanced identifying true positives while keeping false alarms to a minimum. 

Confusion Matrix Analysis 

To dive deeper into the model’s performance, we created a confusion matrix. As illustrated in Figure 2, the model showed a minimal number of false 

positives and false negatives, successfully classifying most events. The matrix highlights these important figures:  

True Positives (TP): 320 events  

True Negatives (TN): 460 events  

False Positives (FP): 35 events  

False Negatives (FN): 28 events  

These results clearly indicate that the model is quite effective at telling apart violent and non-violent behaviours in CCTV footage. 

Comparison with Other Models 

To evaluate how well the hybrid Attention-based ANN model performs, we compared it with some of the leading deep learning models, including 3D 

CNNs and Two-Stream Networks. As shown in Table 2, the Attention-based ANN model came out on top, achieving better accuracy and F1 scores, 

especially in challenging conditions like occlusions or low lighting, where the other models had a tough time.  

 

Fig. 1 - (a) 3DCNN Model Architecture 

Conclusion 

In this paper, we’ve taken a close look at various deep learning models that are being used for detecting violence in CCTV footage. We focused on how 

these models are trained, tested, and validated. One standout is the hybrid Attention-based ANN model, which showed impressive gains in accuracy, 

precision, recall, and F1 score when compared to more traditional models like 3D CNNs and Two-Stream Networks. Its knack for capturing both 

spatial and temporal features through attention mechanisms really helped it shine, especially in tricky situations like poor lighting and obstructions. 

 

We also employed 10-fold cross-validation to ensure that the model is robust and can generalize well to new, unseen data. Plus, its real-time 

performance, hitting an average of 25 frames per second, makes it a practical choice for real-world surveillance applications. 

All in all, embracing deep learning-based violence detection systems in CCTV surveillance could greatly boost public safety by enabling real-time, 

automated monitoring in both public and private areas. However, ongoing improvements in data collection, model optimization, and system integration 

will be crucial to ensure these technologies are scalable and reliable across various environments. 
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