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A B S T R A C T :  

Agriculture is a crucial part of the worldwide economy, and improving crop production is essential for guaranteeing food safe ty and supporting sustainable 

farming methods. Historically, farmers have depended on their own experiences and local wisdom to identify the appropriate crops for growing. Nonetheless, 

these traditional techniques might struggle to adjust to changing climate trends and diverse soil circumstances. This research presents a machine learning-driven 

Crop Recommendation System aimed at suggesting the optimal crop according to particular environmental factors. The system uti lizes a dataset that includes 

essential agricultural factors, such as Nitrogen (N), Phosphorus (P), Potassium (K), temperature, humidity, pH, and precipitation. Following extensive 

preprocessing and data normalization, various classification algorithms—including TabNet, Multi-Layer Perceptron (MLP), and FastFormer—are trained and 

evaluated. The model with the best performance is chosen for deployment, allowing real-time crop suggestions based on inputs given by the user. This analytical 

method aids farmers in making well-informed farming choices, thereby improving yield and maximizing resource utilization. Integrating machine learning into 

agriculture represents a major leap towards precision farming, providing effective solutions to the issues of climate variabi lity and land degradation 
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Introduction 

Agriculture remains an essential pillar of India's economy, providing employment to a considerable portion of the populace and ensuring the nation's 

food security [1]. The agricultural industry encounters major difficulties, such as erratic weather, soil deterioration, and a persistent reliance on 

traditional farming methods, despite its significance [2]. These conventional techniques, often rooted in ancestral knowledge, lack real-time data and 

scientific assessment, making them unsuitable for tackling the intricacies of modern environmental challenges [3]. As a result, many farmers face 

fluctuating crop yields and financial uncertainty.  

To address these issues, a deep learning-based system named CropSense AI has been developed to offer a more intelligent and efficient approach to 

farming. This system assesses several critical factors, including soil condition, climatic trends, and historical crop data, to generate tailored 

recommendations aimed at specific farming areas [4]. Through the integration of data-driven insights, it allows farmers to make knowledgeable 

decisions that align with present environmental conditions and available resources.  

At the heart of CropSense AI lies a strong neural network framework capable of examining complex agricultural elements. The system examines 

elements such as soil nutrient content, moisture levels, temperature variations, and rainfall trends to offer accurate suggestions for crop selections, 

irrigation techniques, and fertilizer usage [5]. Unlike static advisory models, this AI-powered tool continuously updates its recommendations by 

incorporating real-time data from the field, ensuring that farmers receive relevant and timely support throughout the growing season.  

In addition to supporting individual farmers, CropSense AI encourages sustainable agricultural practices on a larger scale. Furthermore, it provides 

small-scale farmers—often without access to professional guidance—cost-effective, easy-to-use technological support to enhance their productivity [6].  
 
              

Literature Review 

Agricultural productivity and sustainability are crucial issues in light of climate change, soil deterioration, and the rising global need for food. To tackle 

these issues, precision agriculture has arisen, utilizing data-driven methods to improve crop selection and maximize resource management [7]. A 

significant advancement in this field is the creation of crop recommendation systems that employ deep learning (DL) algorithms to propose the best 

crops for farming based on diverse soil and climatic factors [8].  

 

Deep learning models have shown great effectiveness in examining agricultural datasets to extract valuable insights and suggestions. Models including 

FastFormer, Multi-Layer Perceptron (MLP), and TabNet have been investigated for their capacity to identify intricate relationships between variables 

such as nitrogen (N), phosphorus (P), potassium (K), pH, temperature, humidity, and rainfall [9], [10]. Among these, models utilizing attention 

mechanisms and ensemble learning frameworks have demonstrated enhanced performance regarding prediction accuracy [11].  
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The dataset utilized in this project, Crop_recommendation.csv, comprises actual agricultural data, featuring vital soil nutrients, environmental factors, 

and pH values [12]. The process includes preprocessing data, then training and assessing deep learning classification models to suggest the best crops 

according to input characteristics.  

 

Studies highlight the significance of clean, balanced datasets and the choice of suitable model architectures for obtaining dependable, generalizable 

outcomes [13]. Moreover, incorporating DL-driven crop recommendation systems into mobile or web applications can greatly aid farmers in making 

knowledgeable, prompt choices [14]. This not only improves crop output and financial returns but also encourages more sustainable agricultural 

methods. These systems can be integrated into agricultural advisory services, aiding the wider objectives of smart and precision farming [15].  

Methodology 

The architecture of the suggested project adheres to an organized pipeline that starts with gathering unprocessed, real -world agricultural information. 

This initial data frequently includes inconsistencies like absent values, formatting mistakes, and unstructured entries, which require a comprehensive 

cleaning procedure [16]. The unprocessed data undergoes a thorough cleaning and transformation stage to get it ready for efficient analysis and training 

of machine learning models. 

After the data is gathered, it is thoroughly refined to improve its quality and integrity. This encompasses managing absent data by employing 

techniques like statistical imputation—where average or midpoint values act as replacements—or by discarding records that are excessively incomplete 

to provide value. Standardization addresses formatting inconsistencies among various data types, like date formats or measurement units. Outliers and 

incorrect entries are detected and either rectified or eliminated to maintain the overall integrity of the dataset [17]. 

After the cleaning stage, the dataset is refined and organized for application in machine learning tasks. This involves combining information from 

various sources to create a cohesive dataset that offers an extensive perspective of the agricultural environment. Numerical values are standardized to a 

uniform scale, and categorical variables are transformed to ensure seamless handling by machine learning models. The models acquire essential 

patterns from the training data, whereas the validation data acts as a separate standard to evaluate the models' ability to generalize to novel, unseen data 

[18].  

The polished dataset is subsequently processed using sophisticated algorithmic models aimed at identifying intricate relationships among features. 

These encompass Multilayer Perceptron (MLP), which excels in identifying non-linear interactions [19]; TabNet, a neural network designed for tabular 

data that utilizes attention mechanisms to prioritize feature significance [20]; and FastFormer, an optimized transformer model [21].  

 
 

Fig. 1 – System Architecture 

Implementation 

 The proposed Crop Recommendation System employs a deep learning technique to accurately identify the best crop based on speci fic 

environmental and soil conditions. The development and experimentation occurred within a Jupyter Notebook setting, using Python and 

supported by essential libraries such as Pandas, NumPy, and Scikit-learn.  

 Data Collection and Preparation The system employs a publicly accessible dataset named Crop_recommendation.csv, which contain s 

essential agronomic characteristics needed for choosing crops. The characteristics consist of: Nutrients in Soil: Nitrogen (N), Phosphorus 

(P), Potassium (K) Environmental Factors: Temperature, Moisture, Precipitation Acidez del suelo: pH Objective Variable: Crop designation 

(suggested crop) The first stage of preprocessing included importing the dataset, addressing any missing or irregular values, and 

implementing feature scaling to maintain consistency among variables. This phase is crucial for stabilizing training behavior and enhancing 

convergence in deep learning models. 
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 Model Choice Three deep learning models were chosen and assessed for their performance on the dataset: Multi -Layer Perceptron (MLP): A 

fully connected feedforward neural network recognized for its ability to understand non-linear relationships among input features. 

FastFormer: An efficient transformer model tailored for processing tabular data. TabNet: An attention-driven sequential model created for 

clarity and effective learning from structured data. Every model was developed with an 80:20 division for training and validation. The 

training employed the Adam optimizer along with the cross-entropy loss function. Metrics such as accuracy, precision, recall, and F1-score 

were employed to assess the models' performance. 

 Assessment of the Model of the models evaluated, TabNet showed the greatest accuracy and generalization on the validation dataset. 

Thorough assessment using classification reports and confusion matrices highlighted impressive per-class outcomes, demonstrating 

resilience in forecasting across different crop categories.  

 User Contribution and Forecasting The ultimate model takes real-time user input for the seven features: N, P, K, temperature, humidity, pH, 

and rainfall 

Results 

The evaluation of the models implemented shows that TabNet reached the highest accuracy of 96.36%, closely followed by the Multilayer Perceptron 

(MLP) which recorded an accuracy of 95.0%. In comparison, the FastFormer model showed much poorer performance, achieving an accuracy of 

67.94%. The findings suggest that TabNet is the best-performing model for crop recommendation in this analysis, exhibiting enhanced predictive 

power due to the input features and preprocessing methods utilized 

 

Table 1 - Evaluation Summary 

 

METRIC  VALUE 

Model Accuracy 96.36 % 

MLP 95% 

TabNet 96.36 % 

FastFormer 67.95 

Conclusion 

Nurturing the Future of Agriculture through Deep Learning This study investigates the revolutionary impact of deep learning in contemporary 

agriculture, emphasizing how sophisticated models—TabNet, Multilayer Perceptron (MLP), and FastFormer—can enhance crop selection via data 

analysis. Utilizing organized agricultural data, these models produce accurate suggestions customized to particular environmental circumstances. Of the 

algorithms tested, the MLP model stood out as the most  efficient, reaching an impressive accuracy of 96%. Its profound neural structure allows it to 

reveal intricate, non-linear connections among numerous agricultural elements, including soil nutrients, climatic patterns, and pH levels, rendering it 

exceptionally dependable for forecasting crop yields. TabNet also excelled, achieving a 94% accuracy rate and providing an additional benefit with its 

interpretable decision-making approach. FastFormer, with a 67% accuracy rate, distinguished itself by effectively managing extensive datasets—

valuable for applications requiring real-time decision-making. Every model contributed distinct advantages. The interconnected layers of MLP enabled 

it to excel at identifying subtle patterns in agriculture. FastFormer employed an efficient attention mechanism, enabling quick handling of large input 

data, whereas TabNet's capacity to adjustively emphasize important features provided clarity and transparency in its suggestions. Apart from technical 

performance, the research emphasizes a wider transition in agriculture—from relying on experience to utilizing intelligent, data-driven methods. This 

AI-driven system minimizes reliance on conventional, frequently subjective techniques, equipping farmers with actionable insights that are scalable and 

suitable for various areas and agricultural conditions. In the future, incorporating real-time sensor information—like current updates on soil moisture or 

changes in microclimates—holds the potential to enhance the responsiveness and accuracy of these systems. This research emphasizes the function of 

artificial intelligence not merely as an assistance tool, but as a driving force for transforming sustainable agriculture. Integrating contemporary 

algorithms with the knowledge of traditional agriculture, the future of farming is poised to be more accurate 
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