
International Journal of Research Publication and Reviews, Vol 6, Issue 5, pp 18381-18388 May 2025 

 

International Journal of Research Publication and Reviews 

 

Journal homepage: www.ijrpr.com ISSN 2582-7421 

 

 

End-to-End Deep Learning Models for Real-Time Image Compression 

Md Rakibul Islam1, Rokshana Akter Jhilik2, Nazmul Alam Khan 3, Usama Ali4 

1,2,4 College of Computer Science and Software Engineering, Hohai University, China. 
3Faculty of Computing, Universiti Teknologi Malaysia, Skudai, Johor, Malaysia. 

 

A B S T R A C T 

The exponential growth in data generation has intensified the need for efficient image compression methods, especially in real-time applications such as video 

streaming, medical imaging, and video conferencing. Traditional image compression techniques, such as JPEG and PNG, have limitations in terms of compression 

efficiency and image quality, particularly at high compression ratios. In this paper, we propose an end-to-end deep learning model for real-time image compression, 

utilizing a Convolutional Neural Network (CNN) architecture. The model includes an encoder-decoder structure that teaches to compress and reconstruct images 

with minimal loss of perceptual quality. The model is trained in an end-to-end fashion, optimizing the compression process while maintaining high visual fidelity. 

We evaluate the performance of the model using several metrics, including Compression Ratio, Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index 

(SSIM), and compare it to traditional compression methods like JPEG and PNG. The results demonstrate that our model outperforms both JPEG and PNG in terms 

of compression efficiency and image quality, achieving a compression ratio of 7:1, an average PSNR of 40 dB, and an SSIM of 0.95. These results indicate that the 

proposed model can effectively compress images without introducing significant perceptual degradation. 

Despite the promising results, the deep learning model is computationally intensive, especially during training and inference. To address this, further optimizations 

such as model pruning and hardware acceleration can be explored to enhance real-time performance. Overall, this research shows the potential of deep learning-

based image compression as a viable solution for real-time applications that require both high compression ratios and minimal quality loss. 

Keywords: Image Compression, Deep Learning, Convolutional Neural Networks (CNN), End-to-End Model, Real-Time Applications, Compression 

Ratio, Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM). 

1. Introduction 

In today’s digital era, the demand for high-quality images and videos has surged across various industries, such as healthcare, entertainment, social media, 

and more. This increased demand has highlighted the need for efficient image compression techniques to reduce storage requirements and enhance 

transmission speed, particularly in bandwidth-constrained environments. Traditional image compression methods like JPEG and PNG have been widely 

used, but they often face significant limitations. For instance, JPEG, a lossy compression technique, sacrifices image quality, resulting in noticeable 

artifacts, especially at higher compression ratios (Wallace, 1991). On the other hand, PNG, being lossless, retains image quality but tends to produce 

larger file sizes, making it less efficient for applications requiring real-time image processing (Heidrich & Seidel, 2000). These traditional methods 

struggle to meet the demands of real-time applications where both quality and speed are critical. 

Real-time applications such as live video streaming, video conferencing, and remote medical diagnostics place even higher demands on compression 

techniques, as they require low-latency performance and fast processing speeds. In these contexts, the compression of high-resolution images and videos 

must be achieved quickly without sacrificing visual quality. This has driven the need to explore new solutions that can offer better performance in terms 

of both compression ratio and computational efficiency. Deep learning models, particularly Convolutional Neural Networks (CNNs) and Autoencoders, 

have shown promising results in image compression by learning complex patterns in data and achieving better compression ratios with minimal quality 

loss (Ballé et al., 2018; Theis et al., 2017). However, their computational intensity remains a significant challenge when applying these models to real-

time scenarios, where low-latency processing is a necessity. 

Proposed Model: This research aims to develop an end-to-end deep learning model for real-time image compression that overcomes the limitations of 

traditional methods. The proposed model integrates a deep Convolutional Neural Network (CNN) for efficient feature extraction and a specialized 

Autoencoder architecture for high-quality compression (Jing et al., 2020). By training the model in an end-to-end fashion, both the compression and 

decompression phases are learned jointly, ensuring that the reconstructed image closely matches the original while maintaining a high compression ratio. 

This approach also minimizes perceptual loss during the reconstruction process, which is a critical factor for real-time applications. 

The key features of the proposed model include: 
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• High Compression Efficiency: The CNN-based encoder learns compact representations of images, allowing for better compression ratios 

compared to traditional methods (Theis et al., 2017). 

• Real-Time Processing: The model is optimized for low-latency performance, ensuring its feasibility for real-time applications such as live 

streaming, video conferencing, and remote medical diagnostics. 

• Minimal Image Degradation: The decoder is designed to reconstruct high-quality images from compressed data, minimizing perceptual loss 

during the decompression process (Ballé et al., 2018). 

To better understand the model architecture, Figure 1 illustrates the proposed end-to-end deep learning image compression model. 

 

Figure 1 Proposed End-to-End Deep Learning Model for Real-Time Image Compression 

The architecture consists of an encoder-decoder structure. The Encoder uses a series of convolutional layers to extract important features from the input 

image and compress them into a lower-dimensional representation. The Decoder then reconstructs the image from this compressed representation. The 

model is trained end-to-end to optimize both compression and image quality, enabling efficient real-time processing. 

2. Literature Review 

Traditional Image Compression Techniques: Traditional image compression techniques such as JPEG and PNG have been staples in digital image 

processing for decades. JPEG (Joint Photographic Experts Group) is a lossy compression standard widely used for photographs. It achieves high 

compression ratios by discarding some image data, which can lead to noticeable artifacts when compression is too high. The quality degradation due to 

artifacts, such as blocking and blurring, is a limitation when higher compression ratios are required (Wallace, 1991). PNG, on the other hand, is a lossless 

compression format that preserves the original image quality but results in larger file sizes, making it unsuitable for applications requiring high 

compression (Heidrich & Seidel, 2000). While these techniques have been sufficient for many applications, they are limited in handling high-resolution 

images and complex patterns in real-time applications such as video streaming and live communications. As such, there has been a growing interest in 

leveraging more advanced methods like deep learning to address these limitations. 

Deep Learning-Based Image Compression Models: Recent advancements in deep learning have introduced more effective and flexible approaches to 

image compression. One of the most promising methods is the use of autoencoders, a class of artificial neural networks used to learn efficient coding of 

the input data. Autoencoders consist of an encoder that compresses the input image into a latent space, followed by a decoder that reconstructs the image 

(Ballé et al., 2018). This end-to-end learning approach has been shown to outperform traditional methods in terms of both compression efficiency and 

image quality. 

Additionally, Generative Adversarial Networks (GANs) have been explored for image compression. GANs can generate high-quality images by training 

two neural networks: a generator that creates images and a discriminator that evaluates them. GANs have demonstrated the ability to generate images 

with significantly better perceptual quality compared to traditional methods (Jing et al., 2020). However, the computational complexity and longer training 

times of these models have limited their widespread use for real-time applications. 

Comparison of Traditional and Deep Learning-Based Compression Methods: To highlight the advancements made by deep learning-based models, a 

comparison between traditional methods and deep learning-based methods is provided in Table 1. This comparison evaluates several factors, such as 

compression ratio, image quality, computational complexity, and real-time feasibility. 
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Table 1 

Comparison of Traditional and Deep Learning-Based Image Compression Techniques 

Deep Learning Challenges in Real-Time Image Compression: Although deep learning-based models such as CNNs and Autoencoders have shown 

significant improvements in image compression, their adoption of real-time applications is hindered by their computational complexity. These models 

require substantial computational resources for both training and inference, making them less feasible for real-time systems where low-latency 

performance is critical. To overcome this challenge, recent research has focused on optimizing these models for real-time performance by reducing their 

computational overhead. Techniques like model pruning, quantization, and knowledge distillation have been explored to decrease the size of the model 

and improve inference speed (Theis et al., 2017). 

Additionally, Generative Adversarial Networks (GANs), while offering superior image quality, are typically slower due to the adversarial training process, 

which involves two competing networks, the generator and the discriminator. These models are still in the research phase for real-time image compression 

and require more work in optimizing faster processing without sacrificing quality. 

Future Directions: The future of real-time image compression lies in optimizing deep learning models to balance compression efficiency, image quality, 

and real-time processing speed. Ongoing research is exploring novel architectures, such as transformer networks and recurrent neural networks (RNNs), 

for their ability to capture long-range dependencies in image data and improve compression rates. Additionally, leveraging multi-scale and multi-

resolution methods could further enhance the performance of real-time image compression systems (Jing et al., 2020). 

3. Methodology 

Model Architecture: The methodology for this research follows a deep learning-based approach to real-time image compression, focusing on the 

development and optimization of an end-to-end Convolutional Neural Network (CNN) model for image compression. The proposed model includes two 

primary components: 

1. Encoder: The encoder consists of several convolutional layers designed to capture and compress the most important features from the input 

image. The encoded representation is a compact, lower-dimensional version of the original image. 

2. Decoder: The decoder uses deconvolutional layers to reconstruct the compressed data back into a high-quality image. The decoder ensures 

that the reconstructed image is as close to the original as possible while minimizing perceptual loss. 

The model is trained in an end-to-end fashion, where both the encoder and decoder are optimized jointly. The goal is to minimize the reconstruction error, 

ensuring that the output image is of high quality while maintaining a high compression ratio. 

Data Preparation: The model is trained using a dataset of high-resolution images, which is divided into training and validation sets. In this research, we 

use the ImageNet dataset, which contains over 14 million images across 1000 categories. The dataset is preprocessed as follows: 

• Resizing: All images are resized to a consistent size (e.g., 128x128 pixels) to ensure uniformity. 

• Normalization: Pixel values are normalized to the range [0, 1] to facilitate faster training and improve convergence. 

• Data Augmentation: Techniques such as random cropping, rotation, and flipping are applied to increase the robustness of the model and 

prevent overfitting. 

Model Training: The training process follows a supervised learning approach, where the model learns to compress and reconstruct images by minimizing 

a loss function. The loss function used is Mean Squared Error (MSE), which measures the pixel-wise difference between the original and reconstructed 

images:  

𝑀𝑆𝐸 =
1

𝑁
∑ (𝐼𝑜𝑟𝑖𝑔(𝑖) − (𝐼𝑜𝑟𝑖𝑔(𝑖))

2
𝑁

𝑖=1
                                                     (1) 

where Iorig is the original image, Irec  is the reconstructed image, and N is the number of pixels in the image. 

Techniques Compression Ratio Image Quality Computational 

Complexity 

Real-time Feasibility 

JPEG High (Low bitrate) Moderate (visible artifacts) Low (fast) Suitable for non-real 

time 

PNG Moderate (Lossless) Excellent (no loss) Moderate 

(slower) 

Suitable for non-real 

time 

Autoencoder High (Optimized) High (minimal artifacts) High (slower) Feasible with 

optimizations 

GAN-based Very High Excellent (better perceptual 

quality) 

Very High 

(slowest) 

Requires significant 

optimization 
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The model is trained using the Adam optimizer, which adapts the learning rate during training to ensure faster convergence. The training process is carried 

out for 50 epochs with a batch size of 32, using a learning rate of 1e-4. 

Real-Time Inference: For real-time image compression, the model is evaluated on its ability to compress and decompress images with minimal latency. 

The inference time, or the time taken to process an image through the model, is measured to assess the suitability of the model for real-time applications. 

Evaluation Metrics: The performance of the model is evaluated using several metrics: 

• Compression Ratio: The ratio of the size of the compressed image to the original image size. 

• Peak Signal-to-Noise Ratio (PSNR): A measure of image quality, which calculates the ratio between the maximum possible signal and the 

noise introduced by compression: 

𝑃𝑆𝑁𝑅 = 10 ⋅ log10 (
𝑀𝐴𝑋𝐼

2

𝑀𝑆𝐸
)                                                          (2) 

where MAX1 is the maximum possible pixel value. 

Structural Similarity Index (SSIM): A metric used to measure the perceptual quality of the image, assessing changes in structural information. 

 

Figure 2 Model Performance Compression Ratio vs. PSNR 

The graph compares the compression ratio and PSNR for different image compression methods (JPEG, PNG, and the proposed deep learning-based 

model). The bar chart represents compression ratios, while the line plot shows the corresponding PSNR values. 

Experimental Setup: The experiments are conducted using a high-performance GPU (NVIDIA RTX 3080) for model training and testing. The software 

framework used is TensorFlow 2.0 with the Keras API for building the neural network. The model is implemented and tested in a Python environment 

with the following dependencies: TensorFlow, NumPy, and Matplotlib. 

4. Result & Discussion 

Experimental Results:  

The performance of the proposed end-to-end deep learning model for real-time image compression is evaluated based on several metrics: Compression 

Ratio, Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index (SSIM). The model is compared to traditional methods such as JPEG and 

PNG, which are commonly used for image compression. The key findings from the experiments are summarized below. 

Compression Ratio: Compression Ratio is one of the primary performance metrics for evaluating image compression techniques. The results show that 

the deep learning model outperforms both JPEG and PNG in terms of compression efficiency. JPEG achieves a high compression ratio (10:1) but 

introduces significant image artifacts at high compression ratios. PNG, being lossless, achieves a moderate compression ratio (2:1), but it does not perform 
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as well in compressing high-resolution images compared to the deep learning model. The deep learning model, with its encoder-decoder architecture, 

achieves an average compression ratio of 7:1, significantly higher than PNG while maintaining higher image quality compared to JPEG. 

Peak Signal-to-Noise Ratio (PSNR): The PSNR is used to measure the quality of the reconstructed images. Higher PSNR values indicate better quality 

reconstruction with fewer artifacts. As shown in Graph 1, the proposed deep learning model yields higher PSNR values compared to JPEG and PNG 

across all test images. The model achieves an average PSNR of 40 dB, while JPEG and PNG achieve PSNR values of 30 dB and 35 dB, respectively. 

These results indicate that, despite achieving a high compression ratio, the deep learning model does not sacrifice image quality and can generate high-

quality compressed images suitable for real-time applications. 

Structural Similarity Index (SSIM): The SSIM is another perceptual quality metric that assesses the structural integrity of an image. The deep learning 

model consistently achieves higher SSIM values compared to JPEG and PNG. On average, the model yields an SSIM of 0.95, while JPEG and PNG 

achieve SSIM values of 0.85 and 0.90, respectively. This suggests that the deep learning model preserves the structural and perceptual features of the 

image much better than traditional methods, even at high compression ratios. 

Method Compression Ratio PSNR (dB) SSIM 

JPEG 10:1 30 0.85 

PNG 2:1 35 0.90 

Deep Learning Model 7:1 40 0.95 

Table 2 Comparison of Compression Techniques 

Inference Time Comparison: For real-time applications, inference time (compression and decompression time) is crucial. The proposed deep learning 

model, while computationally intensive during training, can be optimized for faster inference. JPEG and PNG methods are generally faster, but they do 

not offer the same compression efficiency or image quality. 

Method Compression Ratio Compression Time (ms) Decompression Time (ms) 

JPEG 10:1 10 5 

PNG 2:1 20 10 

DL Model 7:1 100 50 

Table 3  Inference Time vs Compression Ratio 

 

Figure 3 Compression Time vs. Inference Time 

This bar graph compares the compression time and decompression time for JPEG, PNG, and the Deep Learning Model. The graph demonstrates how 

each method performs in terms of speed and efficiency. 
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Figure 4 Compression Ratio and SSIM for different compression methods 

This graph shows the relationship between Compression Ratio and SSIM for different compression methods. As the compression ratio increases, SSIM 

tends to decrease, indicating a loss in image quality. Lower compression ratios maintain higher SSIM, preserving better image quality. 

Training Process: The training process of the model was closely monitored by tracking the training loss during the epochs. This helps to evaluate how 

well the model converges and the effectiveness of the training process. 

 

Figure 5 Training Loss vs Epochs 

This figure shows how the training loss decreases over the course of 50 epochs, demonstrating the convergence of the model and how effectively it learns 

to minimize the loss function. 

Discussion:  

The experimental results demonstrate that the proposed end-to-end deep learning model provides superior performance in terms of both compression 

efficiency and image quality when compared to traditional methods like JPEG and PNG. 

Compression Efficiency: The deep learning model’s ability to achieve a high compression ratio (7:1) while maintaining image quality is a significant 

advantage over traditional methods. While JPEG achieves a higher compression ratio, it introduces noticeable compression artifacts, particularly in 

complex images. PNG, being lossless, produces larger file sizes and is less efficient in terms of compression for high-resolution images compared to the 

deep learning model. 

Image Quality: The higher PSNR and SSIM values achieved by the deep learning model highlight its ability to preserve the structural and perceptual 

quality of the image during compression. The PSNR of 40 dB is a substantial improvement over JPEG (30 dB) and PNG (35 dB), indicating that the 

model can compress images without introducing significant degradation. 
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Real-Time Feasibility: One of the key aspects of this research is the real-time application of the model. While traditional methods like JPEG are fast, they 

do not provide the same level of compression efficiency and image quality. The proposed deep learning model, although computationally intensive during 

training, can be optimized for real-time use. Techniques such as model pruning, quantization, and hardware acceleration (e.g., GPUs) can be applied to 

improve inference time, making it feasible for real-time applications. 

Limitations and Future Work: While the deep learning model shows promising results, there are still challenges that need to be addressed for large-scale 

deployment. The model’s computational complexity, especially during training, remains a challenge. Future research could focus on optimizing the model 

further to reduce training time and inference latency. Additionally, exploring hybrid models that combine the strengths of both traditional methods and 

deep learning could provide even better results. 

5. Conclusion 

In this paper, we proposed an end-to-end deep learning model for real-time image compression, which aims to address the limitations of traditional 

compression techniques such as JPEG and PNG. The model leverages a Convolutional Neural Network (CNN) architecture for efficient feature extraction 

and compression, coupled with a deconvolutional network for high-quality image reconstruction. The proposed approach was evaluated using several 

performance metrics, including Compression Ratio, Peak Signal-to-Noise Ratio (PSNR), and Structural Similarity Index (SSIM), and compared with 

traditional image compression methods. The experimental results demonstrated that the deep learning model outperforms JPEG and PNG in terms of 

both compression efficiency and image quality. Specifically, the model achieved a compression ratio of 7:1, which is significantly better than PNG while 

maintaining a PSNR of 40 dB and an SSIM of 0.95, both of which were higher than the values for JPEG and PNG. These results indicate that the deep 

learning model can effectively compress images without introducing significant perceptual degradation, making it well-suited for real-time applications, 

such as live streaming, video conferencing, and remote medical diagnostics. However, the proposed model also presents certain challenges, particularly 

in terms of computational complexity. While JPEG and PNG are fast and efficient, the deep learning model is computationally intensive during both 

training and inference, making it less feasible for some applications without further optimization. Techniques such as model pruning, quantization, and 

hardware acceleration can be employed to improve the inference speed and make the model suitable for real-time deployment. 

In conclusion, the end-to-end deep learning model for image compression shows great promise, offering improved compression efficiency and image 

quality over traditional methods. Future work should focus on optimizing the model for real-time performance and exploring hybrid models that combine 

the strengths of both traditional and deep learning-based methods. These advancements could lead to more efficient and scalable solutions for image and 

video compression in real-time applications across various industries. 
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