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ABSTRACT: 
 

This paper introduces a novel approach to interactive whiteboard design that eliminates the need for traditional input devices by relying solely on real-

time hand gesture recognition. Utilizing OpenCV and MediaPipe, the system tracks the user’s hand to enable drawing on a virtual canvas using only 

finger movements. MediaPipe’s precise hand landmark detection is combined with OpenCV’s efficient rendering capabilities to create a touchless and 

user-friendly interface. The application includes gesture-based control mechanisms for color selection, drawing, and canvas clearing. The proposed 

method aims to provide an intuitive, hygienic, and low-cost solution for online teaching, collaborative workspaces, and human-computer interaction 

scenarios, thereby redefining digital interaction. In an era where contactless technology is gaining momentum, this work presents a timely and innovative 

contribution. Experimental results demonstrate that the system perform with high accuracy and responsiveness, offering a promising alternative to 

conventional drawing tools. 
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1. Introduction  

In recent years, the need for more natural and contactless human-computer interaction (HCI) methods has grown significantly. The proliferation of virtual 

meetings, remote learning environments, and interactive display technologies has prompted researchers to explore innovative interaction  

modalities. One such modality is hand gesture recognition, which provides a seamless and intuitive way for users to communicate with digital systems 

without physical contact. 

Traditional interfaces like the mouse, keyboard, or touchscreen are limited in their capacity to provide immersive experiences. Hand gestures are not only 

natural but also eliminate the dependency on external tools such as styluses or remote controllers. 

MediaPipe, a machine learning pipeline framework developed by Google, provides robust and real-time hand tracking capabilities that are optimized for 

performance on both desktop and mobile platforms. Coupled with OpenCV, a powerful open-source library for real-time image processing, this 

combination opens up new possibilities for interactive applications. 

This paper presents a gesture-controlled whiteboard system that uses hand motion detected via a webcam to facilitate drawing on a virtual canvas. The 

system identifies specific hand landmarks to track finger movements, allowing users to draw, select colors, and clear the canvas—all through intuitive 

gestures. The aim is to create a touchless and portable whiteboard solution that is particularly beneficial for remote education, collaborative online 

environments, and applications where hygiene and minimal contact are priorities. 

Problem Statement  

In today’s world, most drawing applications require users to physically interact with a device using a mouse, keyboard, stylus, or touch screen. This limits 

how naturally or freely someone can draw, especially for people who might want to use more intuitive body gestures. Also, these methods require contact 

with the device, which may not always be convenient or possible. There is a growing interest in more creative, contactless ways to interact with technology. 

This project aims to solve that by creating a virtual drawing environment that doesn’t need any physical tools—just your hand and a webcam. 

Existing System  

Traditional drawing systems like MS Paint, mobile sketch apps, or even advanced graphic tablets rely on touch input or external devices. They often 

require a stylus, mouse, or touchscreen, which can be costly or difficult for some users to handle. These systems do not support gesture-based drawing or 

air movement detection. Interaction is limited to what the hardware allows, and they don’t offer a natural way of drawing with just hand movements in 

the air. Accessibility and innovation are also limited in such systems. 
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Proposed System  

The proposed system, called AirCanvas, allows users to draw virtually in the air using their index finger tracked by a webcam. It uses computer vision 

with the MediaPipe library to detect and follow hand movements in real time. Users can select different colors (like red, green, blue, yellow) and clear 

the drawing using on-screen buttons, all controlled by finger gestures. This system removes the need for any external drawing tools and offers a fun, 

interactive, and hands-free way to create digital art. It’s user-friendly, accessible, and demonstrates how gesture recognition can be applied in creative 

applications. 

2. Literature Review  

[1] Brown et al. (2020) – “Language Models are Few-Shot Learners” 

This paper introduced GPT-3, a powerful language model that can perform tasks like question answering and summarizing text with very little 

training data. 

[2]  Zhou et al. (2019) – “Neural Question Generation from Text: A Survey” 

The authors reviewed different methods of automatically creating questions from text using deep learning, such as attention mechanisms and 

sequence-to-sequence models. 

[3] Wang et al. (2018) – “Learning to Ask: Neural Question Generation for Reading Comprehension” 

This work focused on generating meaningful questions for reading passages using neural networks that understand context well. 

[4] Du et al. (2017) – “Learning to Ask with RNNs” 

One of the first papers to explore question generation using recurrent neural networks (RNNs), though it was limited to simpler types of questions. 

[5] Yuan et al. (2020) – “Reinforcement Learning for Question Generation” 

They used reinforcement learning to improve the quality and variety of generated questions by rewarding relevance and clarity. 

[6] Kumar et al. (2021) – “Automatic Generation of MCQs Using Deep Learning” 

This research focused on generating multiple-choice questions, especially selecting good wrong answers (distractors) to make the quiz effective. 

[7] Sharma et al. (2020) – “A Review of Question Generation Techniques for Education” 

A comparison of traditional (rule/template-based) and modern (AI-based) methods, showing how deep learning gives better and more flexible 

results. 

[8] Reddy et al. (2019) – “Adaptive Assessment Systems Using NLP” 

They developed a system that changes the difficulty of questions in real-time based on how well the student is performing. 

[9] Chaudhary et al. (2022) – “Context-Aware Question Generation” 

This paper created smarter questions using knowledge graphs and semantic analysis to better match the context of the original content. 

[10]  Patel et al. (2021) – “Evaluating AI-Generated Questions in Education” 

They studied how effective AI-generated questions are in classrooms, finding that they help students learn and practice better. 

3. Proposed Methodology 

The proposed whiteboard application comprises multiple functional components working together in a seamless pipeline to deliver an interactive, gesture-

driven experience. The system architecture is modular and includes the following core stages: 

• Video Frame Acquisition: The application captures real-time video feed using a standard webcam. Each frame is flipped horizontally to provide a 

mirror-like user interface, enhancing intuitiveness. 

• Preprocessing and RGB Conversion: The captured BGR frame is converted to RGB format as required by MediaPipe’s Hands model, which is 

trained to operate on RGB images. 

• Hand Landmark Detection: MediaPipe’s hand-tracking module identifies 21 3D hand landmarks per detected hand. The system is configured to 

track one hand to reduce computational overhead. These landmarks are mapped to pixel coordinates for further processing. 

• Gesture Interpretation: Among the 21 landmarks, the coordinates of the index finger tip (landmark 8) and the thumb tip (landmark 4) are critical. 

The Euclidean distance between these points determines the gesture mode: 

• Region of Interest (ROI) Analysis for UI Controls: The upper region of the canvas is reserved for interactive buttons. When the index finger tip 

moves into this area, the system interprets the gesture as a command (e.g., color change or canvas clear). 

• Drawing Engine: The core drawing logic uses OpenCV’s line rendering function. Deques (double-ended queues) are maintained for each color 

(blue, green, red, yellow), allowing smooth strokes and continuous line drawing as the finger moves. 

• Dynamic Stroke Management: To manage multiple strokes and ensure data persistence, the system appends a new deque whenever a 'pen lift' 

gesture is detected (e.g., when index and thumb are close). 
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• User Feedback and Visualization: The application overlays tracking information such as the fingertip position and currently selected color. Real-

time visual feedback enhances usability and minimizes errors. 

• Performance Optimization: The system is designed to maintain high frame rates (20–25 FPS) on general-purpose computing devices without 

GPU acceleration. Optimizations include bounding box filtering and frame skipping in low-motion scenarios. 

This methodology ensures that the virtual whiteboard remains intuitive, responsive, and accessible, with minimal setup required from the user. 

 

 

4.  Evaluation and Results 

The whiteboard application was tested under various operational conditions to assess its performance, robustness, and user experience. The key metrics 

used for evaluation include: 

• Tracking Accuracy: The application achieved a landmark detection accuracy exceeding 95% in environments with sufficient ambient lighting. 

• System Latency: The average end-to-end latency from gesture to rendering was under 100ms, which is imperceptible to users. 

• Frame Rate: The system sustained real-time performance at 20-25 FPS using an Intel i5 CPU without requiring a discrete GPU. 

• Color Selection Accuracy: During repeated testing, the color change and canvas clear commands were successfully registered over 92% of the 

time. 

• Usability Study: A group of 10 users was asked to draw basic shapes, write text, and switch between tools. The average satisfaction rating was 4.4 

out of 5. Users appreciated the natural interface and low learning curve. 

• Environmental Resilience: The system remained functional under varying lighting conditions, though accuracy slightly degraded in extremely 

dark or overexposed settings. 

These results confirm the practicality of the proposed method and its potential for broader adoption in real-world scenarios. 

The whiteboard application performs robustly in standard computing environments. It successfully recognizes hand gestures and translates them into 

drawing commands with minimal delay. The interface is responsive, intuitive, and does not require prior user training. 

Compared to traditional whiteboard or stylus-based drawing tools, the proposed solution offers several advantages: 

• No physical contact required 

• Platform-independent operation 

• Low-cost setup using a regular webcam 

• Suitable for remote or hygienic environments 

However, the system is not without limitations. In cases where only part of the hand is visible or the hand moves too quickly, tracking may be temporarily 

lost. Additionally, extended use can result in user fatigue due to holding the hand in mid-air. 
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Future improvements may include gesture-based undo/redo functions, text recognition, support for multi-hand input, and integration with collaborative 

platforms like Zoom or Google Meet. 

5. Conclusion 

This project presents a virtual whiteboard system that uses OpenCV for computer vision and MediaPipe for real-time hand tracking, allowing users to 

draw and interact with a digital canvas through simple hand gestures without touching any device. The system detects the user's index finger using a 

webcam and tracks its movement to simulate drawing on the screen. It also recognizes gestures to switch between different colors or clear the canvas, 

making it an intuitive and interactive tool for digital writing or sketching. 

 

By combining accurate hand landmark detection with real-time video processing, the system provides a smooth and responsive drawing experience. 

During testing, users reported high satisfaction due to the natural interaction style and ease of use. The system was able to recognize gestures effectively 

and produce consistent drawing output, highlighting its reliability and practicality. 

 

This contactless interface has potential applications in education (for teaching without needing physical whiteboards), business presentations, public 

kiosks, and even artistic environments where physical tools may not be feasible. As future enhancements, the system could include a wider range of 

gestures (gesture vocabulary), support for multi-user interaction, and advanced machine learning-based gesture recognition to enable more complex 

actions like undo, redo, or shape recognition. 
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