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ABSTRACT: 

Officials in developing countries like India generally admit the need for better operation. Still, little efforts are done to improve the situation, and changes take a 

long period of time. As we know, India's population is 17.7% of the total population. With the rise of development of smart metropolises across India, a Smart 

Garbage Management system is veritably necessary. So we created a waste classification using Deep Learning Network in this we train and test a model using 

RESNET50, VGG16 model using Transfer Learning Technique, Fine Tuning and  CNN classification.  
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Introduction 

The increasing urbanization of India poses so numerous pitfall as with increase in population land consumption increases, utilities increases, 

consumption of food rises, resource consumption rises, and on top of all of this, 1.37 billion people produce more garbage. In the majority of nations 

worldwide, waste management systems pose a significant problem to metropolitan regions. In India, the quality of rubbish is getting worse every day. 

The fact that just 5% of this enormous volume of trash is recycled is disheartening. Finding and categorizing the trash on it s own in the beginning is the 

only way to solve this issue. Waste is properly separated in order to reduce the threats to our ecology and human health. There isn't a profitable and 

optimal waste sorting system in place at the moment. We want to lessen the physical Thoroughly and efficiently separate the garbage. Our objective is 

to boost waste disposal efficiency processing solution and to classify non-recyclable garbage because obtaining a waste separation method that 

categorizes trash is quite challenging with 100% accuracy and 0% loss. We need to get proposed methods which not only provide environmental 

benefits but also benefit for saving manpower and time. In this paper we use Deep learning, a subset of machine learning, excels at image classification 

tasks and has been widely adopted in various domains, including waste management. Convolutional Neural Networks (CNNs), in particular, are highly 

effective for classifying waste based on images. Among the most commonly used CNN architectures are ResNet-50 and VGG-16, both of which have 

demonstrated exceptional performance in image-based classification tasks across various domains. 

2. PROBLEM STATEMENT 

Waste management is one of the most important challenges in our nation since the World Bank estimates that by 2025, India's waste will amount to 

3.77 lakh tons. Due to population growth, it has been projected that by 2050, there would be 9.6 billion people. Dealing with the large amount of waste 

is really challenging. This issue is made worse by the fact that India produces 1.43 lakh tons of solid waste per day. This research highlights a number 

of waste management issues in automated and smart cities without a developed garbage collection system. Since there is currently no autonomous 

waste segregation system in place at the household level in India, it is imperative to create a technology that is affordable, environmentally friendly, and 

model of classification that is practical for urban homes. The problem is pretty much straight forward, we all are familiar with Garbage and waste 

material which is very harmful for our society. If we talk about amount of waste then the world almost generates at least 5 million tons of waste per day 

and this number is still increasing day by day that's why we need to aware about waste. This model which help us to classify waste with 7 different 

waste materials and it will show you the details of that particular waste materials. This will help to raise awareness for people to reduce and recycle 

waste. 

3. RELATED WORK 

Experts and researchers have been working on accurately classifying the images into their distinct classifications for the past few decades. By custom, 

because of the requirement for processing power and limited image databases, image arrangement was difficult. However, today, because of regularly 

expanding handling intensity Effective use of PC vision processes is now possible thanks to the availability of large datasets and GPUs. In the realm of 

grouping of pictures, Alex Net is a well-known and extremely talented CNN design [1], and it won the 2012 ImageNet Large Scale Visual Recognition 
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Challenge (ILSVRC). It is clearly recognized to function well, and the engineering is almost simple and not particularly deep. Because it started a trend 

of CNN techniques becoming incredibly well-known in the ImageNet competition and becoming the best in class for picture arrangement, Alex Net 

was convincing. 

In the article [1], In this work, the tests were conducted using validated CNN models. According to the study's findings, Adam performed better on the 

test than Ada-delta. Due to the tiny Trash-net dataset samples, the data augmentation process was also used to increase classification accuracy. With 

95% fine-tuning, DenseNet121 produced the best results. With fine-tuning, the InceptionResNetV2 model achieved a 94% success rate in test accuracy. 

It was discovered that the classification of recyclable garbage included deep learning algorithms. For this objective, they conducted some experiments 

using well-known deep learning models; however, due to insufficient data and photos with a white background, the performance rate in real-time 

systems was subpar. 

Faster R-CNN is used in paper [2] to recognize objects and obtain region suggestions. Some of the areas where they fell short were when they used a 

pre-trained model rather than training the model from scratch. The design was poor since they only employed ZF Net, which has thr ee fully linked 

layers and five convolutional layers. The provided dataset was tested using actual images. 

The narrative literature review in article [3] assessed worldwide challenges resulting from various waste fractions, demonstrating the ways in which 

several pollution sources impact the environment, population health, and sustainable development. Scholars and stakeholders can use the findings and 

case studies as a reference to quantify comprehensive impacts and build integrated solid waste collection and treatment systems that will improve 

global sustainability. 

In the article [4], It has been established that the suggested structure will successfully isolate trash at its source, hence reducing the need for physical 

labour. The framework is based on the concepts of image preprocessing and machine learning. The objective of this project is to take images of a single 

waste product and effectively identify and separate it into four categories: plastic, paper, glass, and metal. Convolutional Neural Networks (CNNs), a 

machine learning computation, are the model used for this task. This architecture will expedite the isolation process without requiring human 

intervention and ensure compelling robotized waste the board. 

4. PROPOSED METHOD 

In India, rubbish collection is still done in a haphazard manner. Humans still carry out the segregation procedure, which is time-consuming, expensive, 

ineffective, and associated with numerous health problems. All of the trash that was collected from homes and businesses under the previous system 

was disposed of on the fringes of cities and towns. Uncontrolled garbage disposal not only led to issues like overflowing landfills but also significantly 

increased ground waste pollution and global warming. A novel idea makes waste management more effective by using deep learning algorithms to 

separate the waste at the basic stage. The garbage is more accurately sorted into several groups using the suggested procedure. This study examines the 

most efficient method for sorting waste into various categories. The suggested approach primarily leverages deep learning methods, such as 

convolution neural networks (CNN), to identify and separate garbage. Typically, recyclable waste is disposed of with all toxic waste, severely 

damaging the earth. This research suggests a location for more precise toxic waste segregation. This approach is effective in the following phrases:  

1. Taking pictures  

2. Dataset collection 

3. Image pre-processing  

4. Training information  

5. Data for testing  

6.  Model evaluation 

4.1 PHRASES OF SYSTEM DESIGN 

The following are the terms used in system design:  

a) Image capture: garbage objects: In this stage, we are taking into account various local locations or trash cans for the purpose of gathering garbage 

photos. 

b) Dataset Collection: Following picture capture, the photos are categorized into many kinds, including cardboard, paper, plastic, metal, and glass. To 

achieve the highest accuracy, the model must be trained. At first, it is labelled, and a series of pictures have been taken. Additionally, it is separated into 

two groups: training datasets and testing datasets. 

c) Pre – processing of images :- Image pre-processing is the process of applying various functions to images at the lowest possible abstraction level 

with the aim of enhancing the image dataset by overcoming undesirable deformation or enhancing certain image information crucial for subsequent 

processing. Pre-processing is crucial to get the optimum outcome. This allows us to carry out a number of tasks, including the following: bat ch size, 

rescale, labels, zoom range, shear range, image size, and so forth. 

d) Training Data :- 

Studying and creating algorithms that learn from past successes and generate a variety of predictions on a dataset is a typical objective in machine 

learning. The model begins by fitting a training dataset, which serves as an example for fitting the model's parameters. 

e) Testing Data :- 

The information used to test a software system is known as test data. Test data is specifically recognized data. Automation tools can produce test data, 

and testers can likewise produce test data. Since the same data may be used repeatedly, regression testing mostly uses data tests. 

f) Evaluation of Model :- 
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An essential component of any model development process is model evaluation. It assists us in determining which model best fits our data and in 

selecting the optimal model for further research. In data science, there are two methods for evaluating a model's performance: holdout and cross-

validation. In order to prevent overfitting, we assess the model's performance using a test set. 

5. IMPLEMENTATION 

This project's implementation begins with image recognition, followed by image classification. 

5.1 Convolution Neural Network 

CNN is a kind of Deep Learning algorithm that takes in input in the form of images. I t can transform one feature of the dataset into another and assign 

significance to different characteristics of the dataset. CNN requires significantly less pre-processing than other classification techniques. 

5.2  ResNet-50 

A 50-layer deep residual network, addresses the challenges of training deep networks by introducing residual connections, which prevent the vanishing 

gradient problem and allow the network to learn better feature representations. This architecture is well -suited for complex tasks such as waste 

classification, where subtle differences between types of waste (e.g., plastic, glass, metal) can be difficult to distinguish. 

5.3  VGG-16 

A 16-layer CNN, is known for its simplicity and efficiency in extracting hierarchical features through its use of small (3x3) convolutional filters. 

Despite being less deep than ResNet-50, VGG-16 remains highly competitive in terms of classification accuracy, particularly when applied to well-

structured datasets like those used in waste management. 

5.4 RESNET50 and VGG16 using Fine Tuning 

Fine-tuning ResNet-50 and VGG-16 is a popular approach for adapting these pretrained deep learning models to specific tasks like waste classification. 

Fine-tuning involves taking a model pretrained on a large dataset (such as ImageNet) and adjusting it to perform well on a different, usually smaller, 

dataset. Both ResNet-50 and VGG-16 have been widely used for image classification, and through fine-tuning, they can be effectively applied to 

domain-specific tasks such as garbage classification. 

5.5 RESNET50 and VGG16 using Transfer learning 

Transfer Learning is a technique where a model trained on one task is reused and fine-tuned for a different but related task. This approach is especially 

beneficial when dealing with smaller datasets, as it leverages the knowledge from large, generalized datasets like ImageNet (which contains millions of 

labeled images across 1,000 categories) to enhance performance on the new task. In the context of ResNet-50 and VGG-16, transfer learning involves 

adapting these pretrained models for specific tasks like waste or garbage classification. 

6. DATA 

The Data of the model is given below: 

6.1 Introduction of Fine Tuning and Transfer Learning 
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6.2 GRAPHS 

 

VGG16 Architecture using Transfer Learning 

 
   Loss Plot of VGG16 

 

 

 
Accuracies Plot of VGG16 

 

 

 

ResNet50 Architecture using Transfer Learning 

 

Loss Plot of ResNet50 
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Accuracies Plot of ResNet50 

 

 

 

Improve VGG-16 using Transfer Learning 

 

Loss and Accuracy Plot of VGG-16 with TF 

 

 

 
Improve VGG-16 using Fine Tuning 

 

Loss and Accuracy Plot of VGG-16 with FT 



International Journal of Research Publication and Reviews, Vol (6), Issue (5), May (2025) Page – 16528-16534                         16533 

 

 

6.Result: 

We improve the model data to get the higher accuracy using Fine Tuning and Transfer Learning and the result we get are:  

 

Evaluation Matrix of VGG16 and ResNet50 Model 

 

 

 

 

 

 

 

 

7.Future Scope: 

 This project indeed has a very vast scope not only in India but Globally too because the project is very effective in segregating the waste this 

segregation will finally lead to protecting our environment and people’s health which is major problem in today’s world.  

 

 Project can be further improved in many ways A: It is obvious that after a certain period of time the bin will get full. Using modules such as 

wi-fi and proximity sensors etc. the data that bin is filled completely can be sent to the concerned authority who can then be alerted to see 

and empty the bin. B: Work can also be extended in introducing a robot in the bin which automatically dumps the bin when it finds it to be 

full. 

8.Conclusion: 

In conclusion, the use of deep learning models like ResNet-50 and VGG-16 for garbage classification has proven to be highly effective. By leveraging 

transfer learning and fine-tuning on pretrained models, these architectures were successfully adapted to accurately classify different types of waste 

(e.g., plastic, metal, glass, organic). The key outcomes of the project are: 

 ResNet-50 demonstrated superior performance in handling complex waste classification tasks due to its deeper architecture and use of  

residual connections, achieving high accuracy while mitigating issues like vanishing gradients. 

 VGG-16, though simpler, also showed strong performance, particularly in scenarios with fewer categories or smaller datasets, thanks to its 

straightforward and effective feature extraction. 

 Transfer learning significantly reduced the computational cost and time needed for training, making it feasible to achieve high accuracy 

even with limited data. 

 Both models have practical applications in real-time waste management systems, contributing to more efficient sorting processes and 

supporting sustainability efforts. 

 

 

 

Model Name Test 

Accuracy 

Epochs For improve 

accuracy 

VGG-16 with 

TL 

43.03% 5 Set 100 

Epochs 

ResNet-50 

with TL 

43.03% 5 Set 100 

Epochs 

Improvement 

of VGG-16 

with TL 

72.5% 20 Tune more 

HT 
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