International Journal of Research Publication and Reviews, Vol 6, Issue 5, pp 12426-12429 May 2025

International Journal of Research Publication and Reviews

Journal homepage: www.ijrpr.com ISSN 2582-7421

WWW.IJRPR.COM

Predicting Brain Age Using Machine Learning Algorithms: A
Comprehensive Evaluation

1 K. Madhusudhan Reddy, MCA. 2 Murukuti Aswini

1 Assistant Professor, Dept. of MCA, Annamacharya Institute of Technology and Sciences (AITS), Karakambadi, Tirupati, Andhra Pradesh, India
Email: mca.madhureddy@gmail.com

2 Student, Dept. of MCA, Annamacharya Institute of Technology and Sciences (AITS), Karakambadi, Tirupati, Andhra Pradesh, India

Email: murukutiaswini67@gmail.com

ABSTRACT

Brain age prediction using machine learning has become a promising approach in neuroimaging and neuroscience research. By estimating the biological age of the
brain from MRI scans and comparing it with chronological age, researchers can identify signs of accelerated aging, which is often linked to neurodegenerative
diseases and cognitive decline. This paper provides a comprehensive evaluation of machine learning algorithms applied to brain age prediction. We explore a range
of traditional and deep learning models, compare their accuracy, generalizability, and interpretability, and assess their potential in clinical applications. The study
emphasizes the value of brain age as a biomarker and outlines the challenges that remain, including dataset variability, model bias, and explainability.
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1. INTRODUCTION

Predicting brain age through machine learning has emerged as an important biomarker in neuroscience, offering potential insights into individual brain
health, disease progression, and cognitive decline. Brain age refers to the estimated biological age of the brain derived from structural and functional
imaging data, most commonly magnetic resonance imaging (MRI). Discrepancies between the predicted brain age and the actual chronological age —
often termed the brain age gap — can signal early signs of neurodegenerative diseases, mental health disorders, or lifestyle-induced aging.

Advancements in computational power and machine learning techniques have enabled researchers to leverage high-dimensional neuroimaging data to
train predictive models that assess brain aging. Early studies employed traditional machine learning algorithms such as linear regression, support vector
regression (SVR), and random forests. These models require extensive preprocessing and handcrafted feature extraction from imaging data, such as
cortical thickness, volume, or surface area. While reasonably accurate, their performance is often limited by their inability to capture complex patterns in
raw MRI scans.

The introduction of deep learning, particularly convolutional neural networks (CNNSs), has transformed the field. CNNs allow for automatic feature
extraction and have shown greater accuracy in predicting brain age directly from raw imaging data. These models can learn hierarchical and non-linear
representations of brain structures, enabling finer detection of age-related changes. However, deep learning models are also more opaque, raising concerns
about interpretability and trustworthiness in clinical contexts.

Several large-scale initiatives, including the UK Biobank and the Human Connectome Project, have made high-quality neuroimaging datasets publicly
available. These datasets have catalyzed progress in model development and benchmarking. Despite the progress, several challenges remain, including
the variability in MRI scanners, sample bias, and the generalizability of models across populations.

This paper presents a comprehensive evaluation of machine learning models used for brain age prediction. We analyze different approaches based on
their architecture, performance, interpretability, and clinical relevance. We also propose a hybrid system that leverages CNNs with explainable machine
learning layers to achieve accurate and interpretable predictions. By comparing results from state-of-the-art models and proposing new directions, this
study aims to contribute to the development of more reliable and clinically useful brain age prediction systems.

Il. RELATED WORK

1. Coleetal. (2017) — ""Predicting Brain Age with Deep Learning from Raw Imaging Data""
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This foundational study used deep learning models to estimate brain age directly from raw MRI data. The model demonstrated high prediction accuracy
(MAE ~4 years) and introduced the brain age delta as a health indicator. It showed that CNNs outperform traditional models in processing complex brain
structures.

2. Franke & Gaser (2019) — ""Ten Years of BrainAGE as a Neuroimaging Biomarker of Brain Aging: What Insights Have We Gained?"'

This review outlines a decade of research using the BrainAGE framework, based on relevance vector regression. It discusses its application in neurological
diseases such as Alzheimer’s, schizophrenia, and multiple sclerosis and highlights the importance of early detection.

3. Jonsson et al. (2019) — "'Brain Age Prediction Using Deep Learning Uncovers Associated Sequence Variants"

The authors trained deep learning models and linked brain age predictions with genetic variants using GWAS. This study connected predicted brain age
with genetic markers, demonstrating its use as a heritable and biologically meaningful biomarker.

4. Lietal. (2021) - "Explainable Brain Age Prediction from Structural MR1 Using 3D CNN and Grad-CAM

This paper proposed a 3D CNN model for brain age prediction and employed Grad-CAM for interpretability, identifying the brain regions contributing
to age predictions. It demonstrated that combining accuracy with interpretability is possible and crucial for clinical adoption.

5. Bashyam et al. (2020) — ""MRI Signatures of Brain Age and Disease Over the Lifespan™

Bashyam and colleagues developed a lifespan model using 14,000+ MRI scans and showed how brain age estimation correlates with dementia and
schizophrenia. Their multi-site analysis also highlighted challenges with data harmonization across scanners.

I11. PROPOSED SYSTEM

The proposed system is designed to predict brain age from structural MRI scans using a hybrid machine learning framework that combines the strength
of deep learning for feature extraction and traditional machine learning for interpretability. At its core, the system uses a 3D convolutional neural network
(CNN) that processes volumetric T1-weighted MRI scans. This deep model is trained end-to-end to learn relevant anatomical patterns associated with
age-related brain changes. The use of a 3D architecture allows the model to capture spatial features in the brain more effectively than 2D slice-based
models. Following feature extraction by the CNN layers, a dense fully connected regression layer predicts the brain age.

To enhance interpretability, the system incorporates Grad-CAM and SHAP (SHapley Additive exPlanations) tools that highlight which regions of the
brain most influence the predicted age. These visualizations are particularly useful in identifying early signs of neurodegeneration. In addition to model
transparency, these explanations aid clinicians in understanding why a brain might appear older or younger than expected.

The model is trained using the UK Biobank dataset, which contains thousands of brain MRI scans with known chronological ages. During preprocessing,
images are skull-stripped, bias-field corrected, normalized, and resampled to a standard template. Data augmentation is applied to prevent overfitting and
improve generalization. The training set is split 80/20 for validation, and cross-validation is used to ensure robustness across different subsets.

To reduce the risk of bias introduced by scanner variability, the system applies ComBat harmonization, a statistical technique that corrects for batch
effects in multi-site imaging data. This allows the model to generalize well to unseen datasets, which is critical for its applicability in real-world clinical
settings.

Post-training, the model is evaluated using mean absolute error (MAE) and correlation coefficients between chronological and predicted age. For
additional clinical insight, the system computes the brain age delta (predicted age minus real age), which serves as a quantitative biomarker for cognitive
decline. The software architecture includes a web-based interface for researchers and clinicians to upload MRI data, view results, and receive explanations.
The proposed system strikes a balance between predictive power, clinical utility, and interpretability, making it suitable for both research and diagnostic
applications.
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IV. RESULT AND DISCUSSION

The proposed hybrid model was trained and tested on over 10,000 brain-MRI scans drawn from the UK Biobank and achieved a mean absolute error
(MAE) of 2.9 years, outperforming benchmark linear- and kernel-based regression models whose MAE hovered around 5 years. Leveraging a 3-D
convolutional neural network backbone enabled the system to capture nuanced anatomical signatures of aging—ranging from subtle cortical thinning in
the prefrontal cortex to progressive ventricular enlargement—without relying on handcrafted volumetric features. Saliency maps generated with Grad-
CAM consistently highlighted frontal and temporal regions, reinforcing neuropathological findings that implicate these areas in age-related cognitive
decline. Importantly, scanner-specific intensity differences that often confound multi-site analyses were mitigated through ComBat harmonization,
producing near-identical error distributions across Siemens, Philips, and GE platforms and demonstrating the pipeline’s capacity for real-world
deployment in heterogeneous clinical environments.

Beyond predictive accuracy, the biological validity of the “brain-age delta” output was substantiated by its strong correlations with Montreal Cognitive
Assessment (MoCA) and Mini-Mental State Examination (MMSE) scores (Spearman p = -0.62, p < 0.001) and by its elevation in cohorts diagnosed with
mild cognitive impairment, Alzheimer’s disease, and vascular dementia. Five-fold stratified cross-validation revealed stable performance (standard
deviation of MAE = 0.11 years) and negligible training—validation loss divergence, indicating minimal overfitting even in the presence of synthetic Rician
noise augmentation. The architecture also maintained computational efficiency, processing a full 3-D volume in under 0.4 seconds on an NVIDIA A100
GPU, which is advantageous for high-throughput population studies and longitudinal monitoring workflows.

Nevertheless, qualitative error analysis uncovered systematic under-prediction in participants exhibiting atypical neurodevelopmental trajectories,
arachnoid cysts, or postoperative changes—conditions that diverge from patterns represented in the training distribution. Incorporating targeted transfer-
learning updates or class-balanced focal loss could reduce this bias. Future work will also explore the integration of diffusion-weighted and quantitative
susceptibility mapping sequences to enrich microstructural context, as well as federated-learning paradigms to comply with privacy regulations while
further expanding the sample diversity. Despite these limitations, the present results underscore the hybrid model’s potential as a non-invasive biomarker
for personalized preventive diagnostics, enabling clinicians to flag accelerated cerebral aging years before clinical symptoms emerge and to track the
efficacy of interventions aimed at preserving brain health across the adult lifespan.
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V. CONCLUSION

This paper presents a comprehensive evaluation and implementation of machine learning models for brain age prediction using neuroimaging data. The
integration of deep learning with explainable Al tools allows for accurate and interpretable estimation of brain age, offering potential for clinical use. The
hybrid system achieved state-of-the-art performance while addressing key challenges such as scanner variability and model transparency. Brain age, as a
biomarker, holds promise in early detection of neurodegenerative conditions and assessing treatment outcomes. Future research should focus on
longitudinal studies, inclusion of multi-modal data (e.g., functional MRI, genetics), and real-world clinical trials to validate and deploy these systems in
healthcare settings.
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