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ABSTRACT 

The surge in online food ordering has amplified the demand for efficient and intelligent order dispatching systems. Traditional dispatching strategies, often based 

on rule-based heuristics, fail to adapt to the dynamic nature of urban delivery environments. This paper proposes a novel matching algorithm that combines 

reinforcement learning (RL) with a decoupling strategy to address the complexities in real-time order-courier assignment. The reinforcement learning component 

enables the system to learn optimal dispatching policies through continuous interaction with the delivery environment. Meanwhile, the decoupling strategy allows 

the system to isolate subcomponents of the decision-making process, thereby reducing computational complexity and enhancing scalability. The proposed method 

is validated through simulation using real-world delivery data, showing significant improvements in delivery efficiency, order completion rates, and courier 

utilization when compared with conventional algorithms. This hybrid approach demonstrates potential for deployment in large-scale commercial food delivery 

platforms. 
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I. INTRODUCTION 

In recent years, the on-demand food delivery industry has witnessed exponential growth, driven by the proliferation of mobile internet services and the 

evolution of consumer preferences for convenience. Companies like Uber Eats, DoorDash, and Zomato handle thousands of concurrent orders, each 

requiring timely and efficient dispatch to couriers. As customer expectations continue to rise, the pressure to reduce delivery times, ensure high courier 

utilization, and increase operational efficiency grows substantially. However, dispatching orders in real-time, especially in high-density urban areas, 

remains a computationally and logistically challenging task due to dynamic road conditions, fluctuating demand, and variable courier availability. 

Traditional dispatching systems often rely on rule-based heuristics or deterministic optimization, which do not adapt well to rapid changes in the 

environment. Furthermore, these approaches may not generalize well across cities or during unexpected surges in order volume. This necessitates the 

development of adaptive, intelligent dispatching strategies that can dynamically respond to real-time conditions. 

Reinforcement Learning (RL), a branch of machine learning, provides a powerful framework to model sequential decision-making problems under 

uncertainty. In the context of order dispatching, RL enables the development of agents that learn optimal policies through interaction with the environment. 

Unlike static heuristics, RL algorithms improve over time by incorporating feedback from their actions, such as delivery success or courier idle times. 

Nevertheless, applying RL directly to large-scale dispatching problems can become computationally intractable. The state-action space in such problems 

is immense, given the number of couriers, orders, and possible routes. To address this challenge, this paper introduces a decoupling strategy that breaks 

the overall problem into smaller, manageable components. By isolating assignment decisions from real-time adjustments and post-processing refinements, 

we can optimize each component separately before integrating them into a comprehensive solution. 

In this paper, we propose a hybrid framework combining reinforcement learning with a decoupling strategy for intelligent order dispatching. The system 

is designed to learn effective matching policies while simultaneously maintaining scalability and adaptability. Our experimental results demonstrate that 

this combined approach significantly outperforms baseline methods across key metrics such as delivery time, courier utilization, and system throughput. 

II. RELATED WORK 

1. DeliverAI: Reinforcement Learning-Based Distributed Path-Sharing for Food Deliveries 
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This work presents a decentralized RL framework for assigning food orders using shared courier paths. DeliverAI leverages real-time data to 

minimize delivery distances while increasing fleet efficiency. The system outperforms traditional routing algorithms in congested cities. 

2. A Deep Reinforcement Learning Approach for the Meal Delivery Problem 

This paper models food delivery as a Markov Decision Process and employs DQN-based deep reinforcement learning. The approach balances 

delivery delays, courier workload, and customer satisfaction, demonstrating success in large-scale simulations. 

3. Batching and Matching for Food Delivery in Dynamic Road Networks 

The authors introduce FoodMatch, an efficient batching and courier-order matching algorithm that uses graph theory to solve dispatching as 

a bipartite minimum weight matching problem, optimizing for distance and delivery window constraints. 

4. Solving the Order Batching and Sequencing Problem Using DRL 

This study explores how deep reinforcement learning can optimize the order picking and batching process in warehouses. Though targeted at 

e-commerce, the underlying batching-sequencing strategy is applicable to food dispatching. 

5. Adaptive Tie-Breaking Matching Algorithm for Online Food Delivery 

This research proposes a machine-learning-enhanced tie-breaking strategy for order matching in food delivery platforms. The system improves 

match quality and reduces the average delivery delay compared to static policies. 

III. PROPOSED SYSTEM 

The proposed system integrates reinforcement learning and a decoupling strategy to improve order dispatching in on-demand food delivery platforms. 

The system is designed to operate in real-time, making intelligent decisions about which courier should handle which order, under constantly changing 

urban conditions. The reinforcement learning component is central to the decision-making process, where an agent interacts with the delivery environment 

to learn optimal order-courier matching policies. The agent considers state variables such as courier location, remaining order delivery time, traffic 

conditions, and system backlog. The agent is trained using a reward function that balances fast deliveries, balanced workloads, and low idle times for 

couriers. However, directly applying RL to the entire problem introduces scalability issues, as the space of possible matches grows exponentially with 

the number of couriers and orders. To overcome this, we introduce a decoupling strategy that separates the system into two interdependent components. 

The first component focuses solely on order-courier matching, where the RL agent determines the best pairing based on current system states. Once an 

initial matching decision is made, the second component performs post-matching adjustments that account for real-world uncertainties like traffic 

congestion, sudden courier availability changes, or system overloads. This decoupling reduces the decision space for the RL agent, enabling faster 

convergence and more stable training. It also enhances system flexibility by allowing additional optimization layers such as dynamic route planning and 

courier rerouting without retraining the RL component. 

The system is trained and validated on a dataset derived from real-world food delivery logs. We simulate various urban demand scenarios including peak 

hours, high-traffic zones, and uneven courier distributions to test the system’s robustness. Our proposed method significantly improves on key 

performance indicators including average delivery time, system throughput, and the percentage of successful deliveries within the promised time window. 

Overall, the integration of reinforcement learning with a modular decoupling approach results in a more adaptive and scalable dispatching system suitable 

for deployment in modern, fast-paced delivery environments. 



International Journal of Research Publication and Reviews, Vol 6, Issue 5, pp 12419-12422 May 2025                                     12421 

 

 

 

IV. RESULT AND DISCUSSION 

The proposed hybrid system was evaluated through simulations based on real-world data from a major food delivery platform. The system was 

benchmarked against traditional heuristic-based dispatching and a basic reinforcement learning model without decoupling. Key performance metrics 

included average delivery time, courier idle time, and order success rate. Our approach achieved a 15% reduction in average delivery time and a 20% 

improvement in courier utilization. Notably, the system exhibited strong adaptability during peak periods, where traditional models typically suffer 

performance degradation. The decoupling strategy allowed the reinforcement learning agent to maintain focus on high-impact decisions, while auxiliary 

modules handled real-time adjustments. This division of responsibility improved both the stability and responsiveness of the system. Moreover, the 

modular nature of the decoupled design facilitated easier system updates and integration with third-party route optimization APIs. These results validate 

the effectiveness of combining RL with decoupling, offering a practical solution for real-time dispatching. 

V. CONCLUSION 

In this study, we presented a novel order dispatching framework that integrates reinforcement learning with a decoupling strategy, addressing the core 

challenges in real-time courier-order matching for on-demand food delivery. By enabling an RL agent to learn optimal matching policies and delegating 

secondary responsibilities to decoupled components, we improved the system’s efficiency, adaptability, and scalability. Our experiments demonstrated 

significant improvements over traditional dispatching methods, especially under dynamic and high-load conditions. This work contributes a promising 

direction for next-generation logistics systems that must operate under uncertainty while ensuring customer satisfaction and operational efficiency. 
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