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ABSTRACT:  

The Automatic Skin Disease Detection using CNN is an advanced system designed to improve early and accurate diagnosis of skin conditions, which is essential 

for effective treatment and management. This system leverages computer vision and Convolutional Neural Networks (CNNs) to ena ble real-time, automatic 

detection and accurate classification of various skin diseases. It involves the use of labeled image datasets representing different skin conditions, with tools such as 

Labeling and VGG Image Annotator aiding in image labeling and management. A computer with adequate storage is required to handle the large volume of image 

data. Once a skin disease is detected, the system processes the image and predicts the specific classified disease efficiently. It features a user-friendly interface that 

supports both medical professionals and non-experts in analyzing and understanding the predicted results. Moreover, the system allows secure remote consultations 

with dermatologists, enabling timely expert opinions. Overall, it represents a significant advancement in healthcare by enhancing early detection, accessibility, 

diagnostic accuracy, personalized care, and ease of use. 

1. INTRODUCTION 

 Prompt and accurate detection is crucial because severs or neglected skin conditions can lead to significant physical harm and even death. Currently, 

doctors primarily rely on visual examination and the assessment of a patient’s symptoms to diagnose these issues. However, several factors make this 

process challenging. Accurately classifying skin diseases requires substantial expertise, and a misdiagnosis by a less experienced physician can result in 

inadequate treatment and further complications.  

The Automatic Skin Disease Detection using CNN is designed to address this challenge. By leveraging CNN technology for image analysis, the system 

aims to provide a more accurate and objective method for identifying various skin conditions, potentially reducing the risk of misdiagnosis and ensuring 

more timely and appropriate treatment. 

The Automatic Skin Disease Detection using CNN is designed to address this challenge. By leveraging CNN technology for image analysis, the system 

aims to provide a more accurate and 8rrobjective method for identifying various skin conditions, potentially reducing the risk of misdiagnosis and ensuring 

more timely and appropriate treatment. 

Furthermore, this system can be integrated into existing healthcare platforms or even mobile applications, making it a more readily available tool for both 

patients and healthcare providers. Additionally, the system can provide a tool for tracking the effectiveness of different treatments through image analysis 

over time. In summary, automatic skin disease detection using CNNs represents a significant advancement in dermatological care by offering the potential 

for more accurate, efficient, and accessible diagnosis. 

With rapid growth of population, the need of technologies also increased. Skin disease detection systems are among the key areas where advancements 

in technology aim to decrease the rates of undiagnosed and untreated conditions. This paper presents an Automatic Skin Disease Detection using CNNs 

that will detect and classify various skin diseases based on image analysis, offering a potentially diagnostic tool.  

2. Literature Review 

Skin disease diagnosis has traditionally relied on clinical expertise, visual inspection, and dermoscopic evaluation by dermatologists. However, this 

manual process can be time-consuming, subjective, and prone to errors, especially in areas with limited access to specialists. As a result, there has been 

growing interest in automated systems that leverage deep learning, particularly Convolutional Neural Networks (CNNs), for skin disease detection and 

classification. 

Convolutional Neural Networks have demonstrated outstanding performance in image recognition tasks, making them a powerful tool for medical image 

analysis. Esteva et al. (2017) conducted one of the earliest and most influential studies using CNNs to classify skin cancer with accuracy comparable to 

certified dermatologists. Their model was trained on over 129,000 clinical images covering more than 2,000 diseases, showing the scalability and 

effectiveness of deep learning in dermatology. 

Building on this, Han et al. (2018) developed a deep neural network capable of identifying 12 common skin conditions with high accuracy. Their approach 

emphasized the use of clinical images in varying lighting conditions, improving the model's robustness in real-world scenarios. They also highlighted the 

importance of balanced datasets, as deep learning models are sensitive to class imbalance, which can impact performance. 

http://www.ijrpr.com/
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Tschandl et al. (2019) emphasized the benefits of combining CNNs with ensemble learning methods and multiple image modalities (clinical and 

dermoscopic). Their study showed that models using both image types achieved higher accuracy than those using only one, suggesting the potential for 

multi-modal input in clinical applications. 

More recent works have also focused on mobile and lightweight CNN architectures. Brinker et al. (2021) explored deploying CNN-based skin classifiers 

on mobile devices, addressing the need for real-time diagnosis in resource-limited settings. Their research opened possibilities for teledermatology and 

mobile health applications, enabling broader access to diagnostic tools. 

Furthermore, researchers like Li and Shen (2020) introduced attention mechanisms and residual learning techniques into CNN architectures to enhance 

feature extraction and focus on relevant skin lesion regions. These improvements have led to models that not only classify with higher precision but also 

provide better explainability, an essential factor for clinical adoption. 

In addition to technical improvements, datasets such as the International Skin Imaging Collaboration (ISIC) archive have played a crucial role in 

advancing research. The ISIC dataset provides a large, publicly available repository of labeled skin images, allowing researchers worldwide to benchmark 

and validate their models. 

In conclusion, the literature reflects rapid advancements in the application of CNNs for skin disease detection, with increasing focus on improving model 

accuracy, generalization, interpretability, and deployment in real-world settings. These efforts collectively point toward a future where automated skin 

disease detection systems, powered by CNNs, can support dermatologists, reduce diagnostic errors, and expand access to dermatological care globally. 

3. System Architecture/ Methodology 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

System Architecture and Methodology 

A web-based dermoscopy image analysis system that accepts user-uploaded images through a user-friendly interface, performs image preprocessing to 

enhance quality, utilizes a fine-tuned VGG-16 CNN model for feature extraction and classification of skin lesions, and displays diagnostic results 

seamlessly by integrating the frontend and backend for smooth user interaction. 

3.1 Input Design 

The input design focuses on providing an intuitive and efficient method for users (e.g., dermatologists or patients) to upload dermoscopy images for skin 

lesion analysis. The system features a web-based interface that allows users to: 

End-user provide 

skin image 

Preprocessing 

Feature Extraction 

(VGG-16) 

 

Classification 

Prediction 

Diagnosis Skin 

Image 
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 Upload Images: Users can select and upload high-resolution dermoscopy images in standard formats (e.g., JPEG, PNG). 

 Input Validation: The system checks for valid image formats, appropriate file sizes, and resolution standards to ensure quality input. 

 Preprocessing Trigger: Upon successful upload, the image is automatically passed to the backend for preprocessing operations such as noise 

reduction, resizing, normalization, and contrast enhancement. 

 User Feedback: Real-time feedback and upload status are displayed to keep the user informed. 

This input mechanism ensures clean, valid, and high-quality data is fed into the VGG-16 model, enabling reliable skin lesion classification. 

1. Feature Extraction 

VGG-16, a deep Convolutional Neural Network (CNN), is used to extract high-level features from dermoscopy images to support accurate classification 

of skin lesions. In your system, this step occurs after image preprocessing and serves as a key stage in the analysis pipeline. 

Key Aspects: 

 Pre-trained Model Usage: VGG-16 is pre-trained on the ImageNet dataset and is capable of identifying abstract patterns such as edges, textures, 

and shapes. 

 Input Adaptation: Preprocessed dermoscopy images are resized to 224×224 pixels to match the input size requirement of VGG-16. 

Layer-wise Feature Extraction: 

The model consists of 13 convolutional layers and 3 fully connected layers. 

For feature extraction, the convolutional layers are used to capture hierarchical features from the image. 

Fine-tuning: 

Some top layers may be retrained (unfrozen) on your dataset to adapt VGG-16 to the specific task of skin lesion classification. 

Flattening and Transfer: 

The output feature map from the last convolutional block is flattened or pooled and passed to fully connected or classification layers. 

2. Classification 

After feature extraction using VGG-16, the system classifies dermoscopy images into predefined skin lesion categories using a fully connected layer with 

a Softmax activation function, enabling accurate and automated diagnosis. 

3. Prediction 

 Once the dermoscopy images passes through preprocessing and feature extraction using the VGG-16 model, the system performs prediction 

to determine the model probable skin lesion type. This stage involves 

 Probability Estimation 

 The extracted features are passed through a fully connected layer, typically ending with a softmax activation function. This produces a 

probability distribution over the possible skin lesion classes. 

 Class Selection 

 The system selects the class with the highest probability as the final prediction, representing the most likely diagnosis. 

 Confidence Score Display 

 Along with the predicted class, the model also provides a confidence score, which helps users assess the reliability of the r esult. 

 User Output 

 The prediction results, including the lesion type and confidence level, are displayed clearly through the web interface, often accompanied by 

visual aids. 

4.  Skin Diagnosis  

 The diagnosis Skin  is the final step of the system, where the user receives a clear, concise interpretation of the model's prediction based on 

the uploaded dermoscopy image.  

Predicted Skin Disease 

The system displays the name of the diagnosed skin condition, such as: 

 Melanoma (malignant) 

 Melanocytic nevus (benign mole) 

 Basal cell carcinoma 
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 Actinic keratosis 

 Dermatofibroma 

 Vascular lesions 

3.2 Model Design and Training 

The model design and training phase is the backbone of the dermoscopy image classification system, where the VGG-16 architecture is adapted, trained, 

and fine-tuned to accurately diagnose various skin diseases from dermoscopic images. 

3.3. 1. Model Design (Architecture) 

Base.Model 

The system uses VGG-16, a deep Convolutional Neural Network (CNN) pre-trained on the ImageNet dataset. It has 13 convolutional layers and 3 fully 

connected layers. 

 Transfer Learning 

 The convolutional base is retained to use the learned visual features (e.g., edges, textures). 

 The top (classification) layers are removed and replaced with custom layers suited for skin disease classification.  

 CustomLayers Added on top of VGG-16: 

 Global Average Pooling or Flatten Layer 

 Fully Connected (Dense) Layer with ReLU activation 

 Dropout Layer (to prevent overfitting) 

 Output Dense Layer with Softmax activation (for multi-class classification) 

3.3. 2. Training Process 

Dataset Preparation 

Images are resized to 224x224 pixels (VGG-16 input size). 

Preprocessing includes normalization, augmentation (e.g., rotation, zoom, flipping), and splitting into training, validation, and test sets. 

Loss Function & Optimizer 

Loss Function: Categorical Crossentropy (for multi-class tasks) 

Optimizer: Adam or SGD with momentum 

Learning rate scheduling may be used for better convergence. 

Fine-Tuning 

After initial training of the custom top layers, fine-tuning is performed by unfreezing the top few convolutional layers of VGG-16 to adapt them to 

dermoscopy image features. 

This improves performance on the target domain (skin lesions) while avoiding overfitting. 

Evaluation Metrics: 

Accuracy, Precision, Recall, F1-Score, and Confusion Matrix are used to assess performance. 

ROC-AUC score may be used for binary/malignant-vs-benign cases. 

3.3.3. Training Visualization 

 Tools like TensorBoard or Matplotlib are used to visualize: 

 Training and validation accuracy/loss over epochs 

 Learning curves 

 Overfitting signs and adjustments 

4. Validation and Optimization 

The validation and optimization phase ensures that the model not only performs well on training data but also generalizes effectively to unseen 

dermoscopy images, while using optimization techniques to improve performance and reduce overfitting. 

1. Validation 

Purpose 

To evaluate model performance during training and avoid overfitting. 

Process 

Validation Set: A separate portion of the dataset (usually 10–20%) is used to monitor how the model performs on unseen data during training. 

Metrics Monitored: 

 Validation Accuracy 

 Validation Loss 

 Precision, Recall, F1-score 
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 Confusion Matrix 

Early Stopping: Training stops automatically if validation loss stops decreasing, preventing overfitting. 

Model Checkpointing: The model with the best validation performance is saved for final deployment. 

 

 

2. Optimization 

o Purpose 

To improve the model's learning efficiency, accuracy, and generalization using tuning strategies. 

o Optimization Techniques 

o Transfer Learning + Fine-Tuning: 

o Freeze early VGG-16 layers and train only the top layers on your dataset. 

o Gradually unfreeze and fine-tune deeper layers to adapt model features to skin lesion data. 

o Learning Rate Scheduling 

o Use a learning rate     scheduler (e.g., ReduceLROnPlateau) to lower the learning rate if validation performance stalls.  

o Helps model converge more effectively without overshooting the minimum loss. 

o Data Augmentation 

o Random rotations, flips, zoom, brightness/contrast adjustments to simulate a larger, morediverse dataset.  

o Reduces overfitting and improves robustness. 

o Regularization 

o Dropout Layers: Randomly disable neurons during training to prevent co-adaptation. 

o L2 Regularization (Weight Decay): Penalizes large weights to improve generalization. 

Batch Normalization 

Normalizes activations in intermediate layers, speeding up convergence and improving stability. 

Optimizer Selection 

o Adam: Fast convergence with adaptive learning rates. 

o SGD with Momentum: Often used for fine -tuning due to its stability. 
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5. Prototype of the system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The detection system begins with an input image that represents a potential melanoma case. This image undergoes preprocessing to enchance its quality 

for accurate analysis. Once enchanced, the data is partitioned appropriately into training, validation, and testing sets. From these images, important 

attributes are extracted through feature extraction. These extracted features are then used to train a classification model. Finally, the test data is passed 

through the trained model is predict the class of the input image, indicating whether the lesion is melanoma or not. 

We observed that accurate melanoma detection relies on a structured pipeline-starting with image input, followed by enhancement, data splitting, feature 

extraction, and classification-leading to reliable diagnostic results. 

Output:A trained  and validated model capable of classifying dermoscopy images into multiple skin disease categories with high accuracy. 

Model Evaluation 

Model Evaluation is the final step in assessing how well the trained VGG-16 model performs on previously unseen dermoscopy images. It verifies the 

model’s accuracy, reliability, and generalization before deployment in real-world scenarios. 

6. Result Analysis and Discussion 

1. Results 

The Results section summarizes the performance of the trained and evaluated VGG-16 model on dermoscopy images. It highlights the model's 

effectiveness in accurately classifying skin lesions and provides insight into its diagnostic reliability. 

Classification model 

Output 
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2. Discussion 

The system achieved high accuracy and strong evaluation metrics such as precision, recall, and F1-score, especially in identifying common skin lesions 

like melanoma, benign nevus, and basal cell carcinoma. The use of transfer learning with VGG-16, along with fine-tuning, significantly enhanced the 

model’s ability to extract relevant features from dermoscopic images, even with a limited dataset. 

Table 1 . Number of Images  

No. Skin Diagnosis Number of 

images  

1. Actinic  Keratosis 350 

2. Basal Cell Carcinoma (BCC) 350 

3. Benign  Keratosis 350 

4. Dermato Fibroma 350 

5. Melanocytic Nevus 350 

6. Melanoma 350 

7. Squamous Cell Carcinoma 350 

8. Vascular Lesion 350 

7. Summary of Findings 

The Skin Disease Classifier application effectively demonstrates its ability to identify and classify skin diseases from images through a streamlined and 

user-friendly interface. In the analyzed instance, the system accurately predicted the uploaded image as “ Melanoma” showcasing its capability in 

recognizing potentially life-threatening skin conditions.  

It provides accurate, real-time predictions upon image upload, demonstrating potential for clinical support, early screening, and educational use. While  

reliable, its performance depends on input quality and dataset diversity.  

Though its a replacement for medical levarages in skin diagnosis, it serves as a valuable assistive tool with promising applications in teledermatology 

and healthcare accessibility. 

Early screening in remote areas, and as an educational aid for dermatology practitioners and students. Overall the result affirms that the application not 

only fulfils its functional purpose but also holds promise for contributing to accessible and early skin disease detection with further validation and 

enchancements. 

8. Future Scope 

The future scope of the Skin Disease Classifier involves enhancing its accuracy and applicability through several key improvements. Expanding the 

dataset with more diverse and high-quality images will improve the model’s generalization across different skin types and conditions. Adding support for 

multi-class and multi-label classification can enable the detection of a wider range of skin diseases beyond melanoma. Integrating the application into 

mobile platforms with offline capabilities would increase accessibility, especially in remote areas. Incorporating explainable AI techniques like visual 

heatmaps can help users and medical professionals understand how predictions are made, increasing trust in the system. Future developments may also 

include connecting the tool with electronic health record systems to support clinical use, adding multilingual support for wider usability, and implementing 

feedback mechanisms for continuous learning. With regulatory validation and clinical trials, the application can evolve into a certified medical support 

tool, making it a valuable asset in both preventive care and professional dermatological practice. 

9. Conclusion 

This project successfully demonstrates the application of deep learning techniques, particularly the VGG-16 convolutional neural network, for the 

automated classification of skin diseases using dermoscopy images. The system was designed to be end-to-end, beginning with image input through a 

user-friendly web interface, followed by preprocessing, feature extraction using VGG-16, classification, and finally, diagnosis display with confidence 

scores. 

Through the use of transfer learning and fine-tuning, the model was able to effectively learn complex patterns in skin lesions and deliver high classification 



International Journal of Research Publication and Reviews, Vol (6), Issue (5), May (2025) Page – 11933-11941                         11940 

 

accuracy. Evaluation metrics such as precision, recall, and F1-score confirmed that the model performed well across multiple skin disease categories, 

with especially strong performance on common conditions such as melanoma, benign nevi, and basal cell carcinoma. 

The integration of the trained model into a web interface enhances accessibility and usability, allowing users (including clinicians and patients) to receive 

real-time predictions with minimal technical effort. The system also provides visual feedback, such as probability distributions and optional heatmaps, to 

increase transparency and user trust in the predictions. 

Despite its strong performance, the system does have limitations. These include minor misclassifications due to class imbalance and variability in image 

quality. However, these challenges can be addressed in future work by expanding the dataset, using more advanced architectures, and integrating ensemble 

methods. 

In conclusion, the developed system provides a promising step toward AI-assisted dermatology by offering an accurate, fast, and easy-to-use solution for 

early skin disease detection. With further refinement and validation in clinical environments, it has the potential to become a supportive tool for 

dermatologists and a valuable resource in remote or underserved healthcare settings. 
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