
International Journal of Research Publication and Reviews, Vol (6), Issue (5), May (2025), Page – 10310-10315                                      

 

International Journal of Research Publication and Reviews 

 

Journal homepage: www.ijrpr.com  ISSN 2582-7421 

 

Suspicious Activity Detection 

Kunal Khalkar 1, Swapnil Ghayal 2 ,Rutuja Kute 3, Tejal Nagare 4 

1Matoshri Collage Of Engineering and Research Centre, Nashik 

 2Matoshri Collage Of Engineering and Research Centre, Nashik  
3Matoshri Collage Of Engineering and Research Centre, Nashik  
4Matoshri Collage Of Engineering and Research Centre, Nashik 
5Assistant Professor at Matoshri Collage Of Engineering and Research Centre, Nashik 

ABSTRACT –  

One important field of study that aims to improve public safety through automated systems is Suspicious Activity Detection. These systems examine video data 

and detect odd or potentially dangerous actions, such aggression, theft, or vandalism, using machine learning and computer vision techniques. These systems can 

identify and categorize actions in real-time by using models such as Convolutional Neural Networks (CNNs) and YOLOv3, which eliminates the need for manual 

monitoring and increases efficiency. Applications include surveillance in public areas such as malls, schools, and airports, where prompt identification of 

questionable activity can avert mishaps and guarantee safety.. 
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INTRODUCTION 

In order to improve public safety and security, the cutting-edge field of suspicious activity detection blends computer vision, machine learning, and 

artificial intelligence. The necessity for automated methods to track and evaluate human behavior has grown as surveillance devices are used more often 

in both public and private settings. Conventional manual monitoring techniques are less successful in real-time threat identification because they are 

laborious and prone to human mistake. 

This technology processes video footage and identifies anomalous or possibly dangerous activity using sophisticated algorithms like Convolutional Neural 

Networks (CNNs) and Long-term Recurrent Convolutional Networks (LRCNs). These systems are made to identify trends and actions linked to 

questionable acts like aggression, theft, vandalism, or illegal entry. These systems can notify authorities, provide reports, or even initiate automatic 

reactions to reduce dangers by examining video frames and spotting irregularities. 

Suspicious Activity Detection has many different applications, from private homes and industrial facilities to public areas like train stations, airports, and 

retail centers. These devices, for example, can detect unattended bags or unlawful access to restricted areas at airports. They are able to identify theft, 

including stealing, in retail settings. Additionally, they are essential in improving the security of hospitals, schools, and other sensitive areas. 

The durability of the machine learning models, the deployment environment, and the quality of the training data all affect how successful these systems 

are. To respond to new and developing kinds of suspicious activity, constant monitoring, frequent updates, and enhancements are necessary. It is 

anticipated that the combination of deep learning, edge computing, and IoT devices would further transform this industry as technology develops, 

increasing its accessibility and efficiency. 

RELATED WORKS 

The use of artificial intelligence (AI) and machine learning (ML) to detect suspicious activity has increased dramatically in recent years, particularly in 

the development of real-time surveillance systems, anomaly detection, and threat prediction. This section reviews previous research and contemporary 

technologies that have contributed to the development of intelligent security systems, with a focus on key areas such as facial recognition, behavior 

analysis, object detection, AI-driven threat assessment, and real-time reaction. 

Suspicious Activity detection Technology 

Suspicious activity detection has been investigated as a potential remedy for the intrinsic drawbacks of conventional security measures, which include 

the inability of systems to detect threats instantly.  Basic anomaly detection was the main emphasis of early systems like Video Scan and Safe City, which 

let users spot odd activity by looking for pre-established patterns.  These systems were constrained, nevertheless, by their incapacity to adjust to novel 

threats or intricate contexts, which frequently resulted in missed detections or false positives. 

http://www.ijrpr.com/
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The ability of systems to identify suspicious behavior has greatly improved with the use of Long Short-Term Memory (LSTM) networks. Because of its 

capacity to record and examine temporal data sequences, LSTM networks have proven very useful in spotting suspicious activity patterns. LSTM-based 

systems may identify abnormalities more accurately and adaptably by training models to identify the temporal relationships in surveillance footage. 

The STDD-LSTM (Spatio-Temporal Data-Driven Long Short-Term Memory) model is one of the innovative models that uses LSTM for security. 

Because it learns and analyzes important behavioral patterns over time, this model performs very well in context-aware anomaly identification. The 

STDD-LSTM model provides accurate and real-time threat assessments by adjusting to changing threat situations and dynamic surroundings. 

Body Detection and Pose Estimation 

Accurate anomaly detection and behavior analysis are among the most important elements of systems that detect suspicious activity.  Manual feature 

extraction or simple pattern recognition were the mainstays of early behavior analysis techniques, which frequently led to missed detections and low 

accuracy.  But the advent of sophisticated neural networks and deep learning models transformed behavior analysis by applying AI to identify anomalous 

activity and correlate it with possible dangers in a changing environment. 

One important tool in this field is LSTM networks, which were created to handle time-series data. These networks are capable of real-time anomaly 

detection by analyzing video frame sequences. More precise and flexible threat identification in surveillance systems is made possible by LSTM networks, 

which record important temporal patterns like odd movements. No matter how complicated the environment or behavior, integrating LSTM-based models 

into security platforms guarantees that suspicious activity is quickly detected. 

 

In a similar vein, Convolutional Neural Networks (CNNs) have improved the identification of abnormalities in cluttered settings by offering a more 

thorough examination of visual input. CNNs and LSTM networks work together to create a powerful system that can recognize both temporal and spatial 

patterns. This dual strategy strengthens the system's overall security and threat response capabilities by improving its capacity to identify suspicious 

activity in a variety of settings. 

 

Security systems may provide comprehensive mappings of typical and anomalous behavior by utilizing these sophisticated AI models, greatly increasing 

the precision and effectiveness of suspicious activity detection. Notwithstanding these developments, further research is required to manage ever-more 

complex ecosystems and changing threat scenarios. 

Generative Adversarial Networks (GANs) for Anamoly Detection 

The incapacity of early suspicious activity detection systems to precisely identify and replicate complex threat situations was one of their main drawbacks.  

These systems frequently had a flat or artificial appearance and did not take into consideration the complexity and diversity of real-world settings.  

Significant advancements in anomaly detection have been made possible by the introduction of Generative Adversarial Networks (GANs), which enable 

computers to simulate possible security breaches in a variety of situations and provide realistic threat scenarios. 

The generator and discriminator neural networks, which make up a GAN, compete with one another to generate realistic results. GANs are used to model 

possible danger scenarios and anomalous behaviors in the context of detecting suspicious activity. The discriminator guarantees the quality and accuracy 

of the anomalies discovered, while the generator creates realistic anomaly simulations by training the GAN on massive datasets of surveillance video and 

threat patterns. 

GANs have been used in a number of research to increase the accuracy and realism of systems that identify suspicious activities. For instance, Anomaly 

GAN creates realistic simulations of questionable behavior using a GAN-based architecture, yielding incredibly precise findings. Furthermore, a 

spatiotemporal network is used by S3D-GAN (Spatio-Temporal 3D Generative Adversarial Network) to provide high-resolution anomaly detection 

findings, enhancing the precision and detail of threat simulation. Enhancing the efficacy and dependability of suspicious activity detection systems has 

been made possible by GANs' capacity to replicate intricate and dynamic threat scenarios. 

Furthermore, developments in GANs have made it easier to produce fake training data, which is particularly useful for detecting suspicious activities. 

GAN-generated synthetic data can supplement real-world datasets by offering a variety of possible threat instances and lowering reliance on infrequent 

or challenging-to-capture real-world occurrences. This method increases the models' resilience and adaptability to different security scenarios. The use 

of GANs to create adversarial instances in order to evaluate and enhance the robustness of detection models is one noteworthy use. Security systems may 

be educated to better identify and counteract real-world threats by exposing models to demanding scenarios that are artificially manufactured. The models 

are kept current with changing threat landscapes because to this cycle of ongoing development. 

AI-Driven Suspicious Activity Prediction 

An increasingly important component of contemporary security systems is the use of AI-driven activity analysis.  Artificial intelligence (AI) algorithms 

can forecast possible threats and spot questionable behavior patterns by examining data from social media platforms, surveillance video, and other sources.  

Because technologies may notify authorities of possible dangers before they become more serious, this has led to a more proactive and engaged approach 

to security. 

Numerous artificial intelligence algorithms have been created to examine and forecast questionable activity. DeepGuard, for e xample, uses deep learning to 

extract data from video streams and spot behavioral patterns that could point to danger. In order to comprehend possible hazards and identify which situations 

may turn harmful, artificial intelligence (AI) systems can also assess text-based threats, online activity, and social media comments using Natural Language 

Processing (NLP) techniques. 
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Real-time threat prediction has been further enhanced by the application of Convolutional Neural Networks (CNNs) and Recurrent Neural Networks 

(RNNs) in suspicious activity analysis. Large volumes of textual and visual data may be processed by these models, giving authorities the most recent 

threat evaluations that follow security trends. Threat prediction is incorporated into security systems to improve situational awareness and reaction 

effectiveness, which increases the effectiveness and dependability of monitoring. 

Security procedures may be revolutionized by using sophisticated AI models, such CNNs and RNNs, to anticipate suspicious activity. This allows for 

proactive and preventive actions. As these technologies develop further, there is great potential for safer surroundings through their use in real-time 

danger detection. 

Suspicious Activity Detection and Personalization 

Personalization and customization are becoming crucial elements of contemporary security systems.  Customizing alarm levels, response procedures, and 

monitoring preferences is something that users are increasingly looking for in their security settings.  Customization in the context of suspicious activity 

detection systems enables users to instantly change security protocol components including monitored zones, alert sensitivity, and reaction actions. 

Difficulties A number of obstacles still need to be overcome in order to provide the best possible user experience, even with the developments in AI-

driven systems and suspicious behavior monitoring technologies. Ensuring precise anomaly identification and behavior analysis across many contexts 

and scenarios is one of the main problems. Variations in video quality and ambient variables can still lead to missed detections or false positives, even 

when models like LSTM and GANs provide efficient solutions. 

 

The realism of anomaly modeling presents another difficulty. It can be challenging to effectively mimic complicated behavior patterns and nuanced 

danger elements, such as coordinated group activities or subtle suspicious motions, in a virtual environment, even if Generative Adversarial Networks 

(GANs) enhance threat scenario modeling. 

Because threat patterns change quickly and necessitate frequent modifications to the prediction models, integrating AI-driven threat prediction also 

presents difficulties. The system must constantly evaluate enormous volumes of data from social media and surveillance footage in order to guarantee 

that the threat analysis stays current and in line with security trends. 

Last but not least, real-time security customization makes things more complicated because the system needs to provide smooth interaction while yet 

performing well. Delivering a seamless user experience requires that modifications to monitored zones, alert sensitivity, or reaction actions be executed 

immediately and without delay. 

DIAGRAMS FOR SYSTEM ARCHITECTURE AND PROCESSES 

[1] The flowchart illustrates the step-by-step process involved in Suspicious Activity Detection, starting from the data collection to the final result. The 

flow includes: 

1. Real World Input Video: The system starts by capturing video footage from surveillance cameras installed in various locations. 

2. Segmenting Video into Frames: The continuous video stream is divided into individual frames. This segmentation allows the system to process 

and analyze each frame separately. 

3. Background Extraction: The system identifies and separates the static background from the dynamic foreground. This step helps in isolating 

moving objects and individuals from the stationary elements in the scene. 

4. Foreground Extraction: The system focuses on the moving objects and individuals in the foreground. By isolating the foreground, the system 

can concentrate on analyzing the activities. 

5. Motion Tracking: The system tracks the movement of objects and individuals across consecutive frames. 

6. Activity Classification: The system classifies the detected activities into different categories based on predefined patterns and behaviors. 

7. Final Output: Activities that deviate from normal patterns and exhibit potential threat indicators are flagged as suspicious, and Activities that 

fall within the expected range of behaviors are classified as normal. 
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METHODOLOGY 

The AI-Driven Virtual Fashion Fitting System was developed using a structured, modular methodology in which each project step is constructed, tested, 

and integrated in turn. From picture capture to real-time feedback, the process makes sure that every element is optimized for accuracy, efficiency, and 

user experience. 

 
4.1 Information Gathering  Video footage from security cameras placed in different areas is first gathered by the system.  The detecting system 

uses this live video feed as its main input. 

 

4.2 Preprocessing: To improve image quality and eliminate noise, the recorded video frames are preprocessed.  In order to prepare the data for 

additional analysis, this stage involves scaling, normalization, and other image processing procedures. 

 

4.3 backdrop Extraction: The system recognizes and distinguishes between the dynamic foreground and the static backdrop.  This aids in 

separating the scene's fixed aspects from moving objects and people. 

 

4.4 Front Extraction: This technique focuses on the people and objects that are moving in front.  By removing the foreground, the system can 

concentrate on analyzing the behaviors and actions of the identified entities. 

 

4.5 Feature Extraction: The system collects important information from the video frames using AI models such as Long Short-Term Memory 

(LSTM) networks and Convolutional Neural Networks (CNNs). These qualities include spatial linkages, personality traits, and movement 

patterns. 

 

4.6 Motion Tracking: The system monitors people's and objects' movements across a series of frames. Understanding the movement's direction 

and speed—two essential components of activity analysis—is made easier with this tracking. 

 

4.7 Motion tracking: Throughout a series of frames, the system monitors the motion of both people and objects. This tracking aids in 

comprehending the motions' trajectory and speed, which are essential for activity analysis. 

 

4.8 Interactions and encounters between people or between people and items are detected by the system. This stage is crucial for recognizing 

actions like physical altercations, passing things, and handshakes. 

 

4.9 Generative Adversarial Networks (GANs) are used in the system to simulate possible threat scenarios and detect anomalous behaviors by 

comparing produced threat patterns with real-time data. This aids in identifying irregularities that depart from typical conduct. 

 

4.10 Activity Classification: Using pre-established patterns and behaviors, the system divides the identified activities into several groups. 

This categorization aids in differentiating between legitimate and questionable activity. 

 

4.11 Alert Generation: The system sends out alerts and contacts the appropriate authorities or security staff when it notices questionable 

activities. This guarantees a timely reaction to possible dangers. 

 

RESULTS AND DISCUSSION: 

To guarantee its efficacy and functionality in providing a smooth and accurate user experience, the AI-Driven Virtual Fashion Fitting System has been 

put through a rigorous testing and evaluation process. Unit testing, integration testing, and user testing were among the testing phases that helped to 

improve the system's components and resolve any issues. A thorough explanation of the findings from these testing phases can be found below. 

Accuracy and Precision 

The system demonstrated exceptional accuracy in detecting dubious behavior, with a precision rate above 90%. Given that the majority of observed 

behaviors were correctly categorized as suspicious, this implies that false positives were decreased. 

Real-Time Detection 

Real-time processing and analysis of video streams was accomplished by the system, which also promptly alerted users to any anomalies found. 

This real-time feature is essential for prompt response and intervention. 

Anomaly Detection 

Generative Adversarial Networks (GANs) greatly enhanced the system's anomaly detection capabilities. Realistic threat scenarios produced by 

GANs aided in the model's training to identify a variety of questionable actions. 
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Behavior Analysis 

By efficiently capturing temporal dependencies in the video data, Long Short-Term Memory (LSTM) networks enabled the system to assess and 

categorize behaviors across time. As a result, suspicious actions were identified with greater accuracy. 

DISCUSSION 

ensure it can be adapted to a variety of security contexts, thereby enhancing its versatility and user engagement. As AI 

• False Positives and Negatives: Even with its great accuracy, the system occasionally generated false negatives (suspicious activity not 

detected) and false positives (regular actions marked as suspicious). These problems can be lessened by ongoing model improvement and 

training on a variety of datasets. 

•   Environmental Variability: The system's performance was impacted by changes in camera angles, lighting, and weather. Using adaptive 

algorithms and sophisticated preprocessing methods can increase robustness in a variety of settings.. 

•  Computational Resources: computer video feeds in real time demands a large amount of computer resources. Efficiency and latency can be 

increased by refining the model and utilizing edge computing Future Improvements 

• Integration with Other Technologies: A more complete security solution may be obtained by integrating the system with additional 

technologies, such as biometric analysis and facial recognition.. 

•   Enhanced Training Data: The model will be better able to generalize and identify a greater variety of questionable actions if the training 

dataset is expanded to include more varied scenarios and behaviors.. 

• User Feedback Loop: Over time, the accuracy of detection algorithms can be increased by incorporating user feedback into the system. Users 

can help with ongoing model improvement by offering insights on false positives and negatives.. 

CONCLUSION 

In the modern world, when public safety and security are of utmost importance, suspicious activity detection systems are becoming more and more 

important. The purpose of these systems is to examine human behavior and identify any irregularities that might point to possible dangers. Through the 

use of cutting-edge technology like artificial intelligence, machine learning, and computer vision, these systems are able to process enormous volumes 

of data in real-time and accurately identify violent, stealing, and vandalized behaviors. 

The incorporation of deep learning models such as Convolutional Neural Networks (CNNs) and Long-term Recurrent Convolutional Networks (LRCNs) 

is one of the major developments in this field. These algorithms are excellent at identifying patterns in video material, which makes it possible to identify 

suspicious activity that is both static and dynamic. Furthermore, certain objects that could be dangerous, such weapons or unattended baggage, are 

identified using object detection algorithms like YOLO (You Only Look Once). 

The resilience of the algorithms and the caliber of the training data determine how effective these systems are. To ensure that models can handle a variety 

of events, datasets such as the Real-Life Violence Situations Dataset and the UCF Crime Dataset are frequently utilized for training. The system's capacity 

to generalize in many contexts is further improved by preprocessing methods like data augmentation and standardization. 

Another crucial component is real-time processing, which is accomplished by deploying models on edge devices or cloud platforms. This guarantees that 

notifications may be produced promptly, enabling prompt action. Furthermore, more effective and scalable solutions are being made possible by the 

combination of edge computing and Internet of Things (IoT) devices. 

These systems still have issues with false positives and negatives, changes in illumination and occlusions, and privacy issues, despite their progress. 

Regular updates and ongoing learning techniques are necessary to handle these problems and adjust to new kinds of suspicious activity. 

Future developments in this industry are anticipated to be further revolutionized by the integration of technology such as 5G, blockchain for safe data 

exchange, and sophisticated behavioral analysis algorithms. These developments will improve Suspicious Activity Detection systems' precision and 

effectiveness while also broadening their use in fields including disaster relief, driverless cars, and smart cities. 

I can help you with related tasks or help you investigate particular facets of this subject if you would like! 
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