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ABSTRACT— 

 Continuous Integration/Continuous Deployment (CI/CD) pipelines are a fundamental component of modern software development, automating the integration, 

testing, and deployment of applications. While automation increases development speed and efficiency, it also introduces the potential for deployment failures, 

which can disrupt service and cause downtime. To address this, fault tolerance is crucial, and one of the most effective strategies to ensure fault tolerance is the 

implementation of a rollback mechanism. This paper delves into the design, implementation, and benefits of a Jenkins-driven rollback mechanism integrated into a 

CI/CD pipeline for Node.js applications deployed on AWS EC2. The rollback mechanism automatically restores the last stable version of the application in case of 

deployment failure, minimizing downtime and maintaining service availability. The paper also discusses the architecture, challenges, and practical considerations 

when implementing such a mechanism, providing a comprehensive guide for ensuring high availability and resilience in cloud deployments. 
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Introduction  

In the world of software development, Continuous Integration (CI) and Continuous Deployment (CD) have become indispensable practices for ensuring 

rapid delivery of new features and bug fixes. CI/CD pipelines automate the process of integrating code changes, running tests, and deploying applications, 

significantly improving development efficiency and reducing human error. However, despite these advantages, deployment failures remain a major risk 

that can affect application performance and availability. To mitigate this risk, fault tolerance must be integrated into the pipeline. 

A rollback mechanism is a key component of fault tolerance, providing a safety net that allows the system to revert to a known stable state in the event 

of a deployment failure. This ensures that the application continues to run with minimal downtime and prevents users from encountering bugs or degraded 

performance. 

This paper focuses on the Jenkins-driven rollback mechanism implemented in a CI/CD pipeline for Node.js applications deployed on AWS EC2 instances. 

By integrating Jenkins with Docker containers and AWS EC2, this solution automates the deployment process, ensures consistency across environments, 

and introduces a robust rollback mechanism that enhances the resilience of cloud applications. The paper will detail the technical implementation of this 

rollback mechanism, highlight its benefits, and examine challenges and solutions related to its integration. 

System Architecture 

The System Architecture for the Continuous Integration/Continuous Deployment (CI/CD) pipeline with a strong focus on fault tolerance is built on 

multiple key components, each with distinct roles. The architecture integrates modern DevOps practices to ensure a seamless and automated deployment 

process while emphasizing a rollback mechanism for recovery in case of deployment failure. This architecture ensures that the application remains 

available and operational even when unexpected issues arise during deployment. 

The following sections will detail the various components of the architecture and their role in the CI/CD pipeline: 
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Fig. 1. System Architecture 

Local Development and Version Control (GitHub Repository) 

At the core of any modern software development workflow is the version control system. In this architecture, GitHub serves as the version control 

platform where the codebase is maintained, updated, and versioned. Developers work on their local systems to write code, implement features, fix bugs, 

and perform tests before pushing the changes to the GitHub repository. 

• GitHub Repository: This central repository serves as the single source of truth for the codebase. It is configured with branches (e.g., main, 

development, or feature-specific branches), which developers use to contribute their code. Each commit to the repository triggers events that 

initiate the automated pipeline. 

• Webhooks: GitHub Webhooks are configured to listen for events such as commits, pull requests, or merges. Once a change is detected, a 

webhook sends a notification to Jenkins to start the CI/CD pipeline. This integration ensures that every code change, regardless of size, is 

automatically tested, built, and deployed. Webhooks thus serve as the bridge between GitHub and Jenkins, initiating the build process upon 

every change[1]. 

• Local Development: Developers work on their local machines, writing and testing the code. Once the code is ready for integration, it is 

committed to the repository. This ensures a clean separation of concerns between local development and production, as only stable code 

changes are pushed to the central repository, triggering the automated pipeline. 

Jenkins CI/CD Pipeline 

The Jenkins CI/CD pipeline is the cornerstone of this architecture, responsible for automating the process of building, testing, and deploying the Node.js 

backend application. Jenkins automates the tedious tasks involved in integrating code changes, running tests, building artifacts, and deploying to 

production, which ensures fast, reliable, and consistent delivery of new features or bug fixes[2]. 

• Pipeline Stages: Jenkins orchestrates a series of stages that are executed sequentially. These stages are: 

1. Code Integration: Jenkins pulls the latest code from GitHub. It runs integration scripts that check for any syntax errors, 

incompatible changes, and enforce code quality standards (such as linting). 

2. Building Docker Image: The code is packaged into a Docker image. Docker provides an isolated, consistent environment for the 

application to run, regardless of the environment. This ensures that "it works on my machine" issues are eliminated. 

3. Automated Testing: After the Docker image is built, Jenkins runs a suite of automated tests, including unit tests, integration 

tests, and smoke tests. These tests ensure that the code does not introduce regressions or new errors. If any test fails, Jenkins halts 

the pipeline, and the rollback mechanism is triggered automatically. 
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4. Deployment: Upon successful testing, Jenkins deploys the Dockerized application to the AWS EC2 instance. It interacts with 

AWS through its CLI or SDK to ensure that the backend is deployed to the right environment (e.g., development, staging, 

production). 

• Rollback Mechanism: The core focus of this paper is the rollback mechanism, which is integrated directly into the Jenkins pipeline. When 

a failure occurs during deployment or testing (e.g., if automated tests fail), Jenkins automatically triggers a rollback. The rollback process 

involves stopping the faulty container and redeploying the last stable version of the application, ensuring that the system continues to operate 

smoothly with minimal downtime. 

o Docker Image Versioning: Jenkins tags each successfully built Docker image with a version identifier. If a deployment fails, 

Jenkins can quickly retrieve the last known stable version from the Docker registry and redeploy it. This versioning strategy ensures 

that the rollback process is streamlined, as Jenkins always knows where to retrieve the stable images from[4]. 

o Automated Rollback Steps: In the event of a failure, Jenkins stops the container running the faulty version, pulls the last stable 

Docker image from the registry, and redeploys it to AWS EC2. The database is also rolled back to the previous stable schema using 

database migration tools. 

AWS EC2 Deployment 

The AWS EC2 instance hosts the backend application. EC2 provides scalable and flexible compute resources for deploying applications, ensuring that 

the system can handle traffic spikes and grow as needed[5]. 

• Node.js Application: The Node.js application runs inside a Docker container on the EC2 instance. This ensures that the backend can scale 

horizontally, with multiple EC2 instances handling different traffic loads. 

• Process Management with PM2: PM2 is used to manage the Node.js application processes. It ensures that the backend application remains 

running even after a crash or restart. PM2 handles automatic restarts and log management, providing a production-ready environment for the 

Node.js application[6]. 

• Java for Jenkins: Since Jenkins requires Java to run, it is installed and configured on the EC2 instance. Jenkins interacts with AWS EC2 to 

deploy the Docker container and ensure that the backend application is always up to date. 

• Scalability and Load Balancing: AWS EC2 instances can be scaled horizontally to accommodate increased traffic. If one EC2 instance goes 

down, additional instances can be spun up automatically to handle the load, ensuring high availability. This also makes the system fault-

tolerant by providing an additional layer of redundancy. 

MongoDB for Persistent Data Storage 

MongoDB serves as the NoSQL database for persistent data storage. It stores application data, user information, and other key datasets required for the 

backend application to function. 

• Database Consistency: The rollback mechanism ensures that the database schema is also consistent with the application version. If the 

rollback is triggered, database migration tools such as Flyway or Liquibase are used to revert the database schema to its previous state. 

These tools handle database versioning and migrations, ensuring that data integrity is maintained even during rollback[7]. 

• Data Integrity During Rollback: MongoDB is designed to scale horizontally, which allows for better handling of large datasets. The rollback 

process ensures that database changes introduced during the failed deployment are rolled back to prevent any inconsistencies between the 

application and the database. 

React Frontend 

The React frontend interacts with the Node.js backend through RESTful API calls. The React application sends requests to the backend for data and 

displays the results to the user. 

• Seamless Frontend-Backend Integration: The rollback mechanism indirectly ensures that the React frontend is always communicating with 

a stable backend. If a rollback occurs, the frontend will continue to send API calls to the backend, knowing that it will receive valid and 

consistent responses. 

• UI Consistency: Since React uses a component-based architecture, the frontend can adapt to any changes in the backend’s API. In case of a 

rollback, the frontend remains in sync with the backend, ensuring that the user experience is not disrupted. 
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Key Role of Rollback Mechanism 

The rollback mechanism is the central focus of the architecture. It plays a crucial role in maintaining the fault tolerance and high availability of the 

entire system. During the deployment process, failures can occur at various stages—whether during the build, testing, or deployment of the application. 

The rollback mechanism ensures that any failure does not affect the end users by reverting to the last known stable version of the application. 

• Recovery from Failures: Whether the failure occurs in the deployment stage, in the testing phase, or in the database schema update, the 

rollback mechanism guarantees that the application can recover quickly without manual intervention, ensuring business continuity and 

minimizing downtime. 

• Minimizing Impact: By automating the rollback process, the system is designed to handle failures gracefully, ensuring that issues can be 

identified and addressed swiftly. This reduces the overall impact of deployment failures, which is especially important in production 

environments. 

Methodology 

The methodology for integrating the rollback mechanism into the CI/CD pipeline follows a systematic approach to ensure both automated deployment 

and fault tolerance. The main objective of this methodology is to ensure that if any failure occurs during deployment, the system can quickly revert to 

the last stable state, minimizing downtime and avoiding service disruption. 

Workflow Overview 

The CI/CD pipeline is initiated every time a change is made to the codebase in the GitHub repository. Once the code is pushed to GitHub, a Webhook 

triggers Jenkins to execute the automated pipeline. This pipeline includes several phases, from code integration and testing to the deployment of the 

application on AWS EC2. 

1. Code Integration: Jenkins first pulls the latest code changes from the GitHub repository. This is the first step in the automated process that 

ensures any changes to the application are automatically included in the next build. 

2. Automated Testing: Before proceeding with deployment, Jenkins runs a set of unit tests, integration tests, and smoke tests to ensure that 

the code functions as expected and that no existing functionality is broken [2]. 

3. Docker Image Creation: Upon successful completion of the tests, Jenkins uses Docker to package the backend application into a container 

image, which encapsulates the application and its dependencies [3]. 

4. Deployment to AWS EC2: The Docker image is deployed to an AWS EC2 instance, where it is tested again under production-like conditions. 

5. Rollback Triggering: If the deployment fails at any stage, Jenkins automatically triggers the rollback mechanism. The rollback process 

involves: 

• Stopping the container running the failed application. 

• Redeploying the last stable version of the application stored in the Docker registry. 

• Ensuring database migrations are rolled back using Flyway or Liquibase to maintain database consistency [7]. 

6. Re-running Tests: After the rollback, Jenkins re-runs a set of tests to ensure that the application is now stable and that it is functioning as 

expected. 

This automated rollback process ensures that even in the event of a deployment failure, the application can be quickly restored to its previous stable 

state. 

Implementation  

The rollback mechanism is implemented in the Jenkins CI/CD pipeline through a series of automated steps that detect failures and initiate recovery. 

This implementation ensures that the system maintains high availability, reduces downtime, and minimizes manual intervention. Here, we outline the 

detailed steps involved in implementing the rollback mechanism in Jenkins, along with the integration of Docker, AWS EC2, MongoDB, and React. 

Jenkins Setup 

The first step in the implementation involves setting up Jenkins, a widely used automation server that handles the orchestration of the CI/CD pipeline. 

Jenkins is configured to automate the tasks involved in building, testing, and deploying the Node.js backend application. 

• Jenkinsfile: The pipeline is defined in a Jenkinsfile, which outlines the sequence of stages in the CI/CD process. This file is stored in the 

GitHub repository, so any changes to the pipeline itself are automatically versioned. 
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• Pipeline Stages: The stages of the Jenkins pipeline are configured as follows: 

o Build Stage: Jenkins checks out the code from GitHub and builds the Docker image. During this stage, Jenkins ensures that all 

dependencies are installed, and the application is ready for deployment. 

o Test Stage: Automated tests (unit, integration, and smoke tests) are executed to verify the correctness of the application. If tests 

pass, the deployment proceeds; otherwise, the pipeline halts, and the rollback process is triggered. 

o Deploy Stage: If tests pass, Jenkins deploys the application to the AWS EC2 instance using Docker. 

Docker Integration 

The Node.js application is packaged as a Docker container to ensure consistency across different environments. Docker provides a way to package the 

application with all its dependencies, making it easy to deploy on any system that supports Docker. 

• Dockerfile: A Dockerfile is used to define how the application is containerized. This file includes instructions to install dependencies, copy 

the application code into the container, and specify the command to run the application. 

• Docker Image Versioning: Each Docker image is tagged with a unique version number after a successful build. This allows Jenkins to retrieve 

the last stable version of the application in case of failure [4]. 

AWS EC2 Deployment 

The application is deployed to AWS EC2 instances, which provide flexible, scalable compute resources to run the Node.js application. EC2 ensures that 

the backend application can scale to meet demand. 

• Container Deployment: Jenkins uses Docker CLI to deploy the Docker image to AWS EC2. Once the image is deployed, PM2 is used to 

manage the Node.js process, ensuring that the application is always running and automatically restarted if it crashes [6]. 

• Auto-Scaling: AWS EC2 instances are set up to auto-scale based on traffic. This allows the backend application to handle increases in user 

load while maintaining performance. 

Rollback Implementation 

The rollback mechanism is triggered automatically when a failure is detected. The rollback process involves: 

• Stopping the Failed Application: Jenkins stops the currently running container that contains the faulty deployment. 

• Reverting to the Last Stable Version: Jenkins retrieves the last successful Docker image from the registry and redeploys it to the AWS EC2 

instance. 

• Database Rollback: Since the backend application interacts with MongoDB, the database schema might need to be reverted as well. Database 

migrations are managed using Flyway or Liquibase, ensuring that the database schema matches the last stable version of the application [7]. 

• Re-running Tests: After the rollback is completed, Jenkins reruns the automated tests to confirm that the application is functioning correctly 

and that the rollback was successful. 

MongoDB Database Handling 

MongoDB is the chosen database for this application due to its scalability and flexibility. Since the rollback process also involves the database, database 

migrations are used to revert schema changes and ensure data consistency during the rollback process. 

• Flyway or Liquibase: These database migration tools are integrated into the Jenkins pipeline. They are responsible for maintaining and 

reverting the database schema to match the application version. This ensures that the database remains synchronized with the backend 

application even after a rollback [7]. 

Rollback Implementation Using Docker 

In the event of a failure during the deployment phase, the Docker container can be reverted to the previous stable version by using the following 

approach. The implementation uses shell scripts to manage the Docker container lifecycle. The process involves stopping the current container, renaming 

it, building a new container, and checking its health. If the health check fails, the system performs a rollback by restoring the previous container. 

The following code snippet demonstrates how this rollback mechanism is implemented using Docker commands in a shell script: 

# Stop and rename existing container for rollback 

if docker ps -aq -f name=$CONTAINER_NAME; then 

  docker stop $CONTAINER_NAME 

  docker rename $CONTAINER_NAME $ROLLBACK_CONTAINER 
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fi 

# Build and deploy new container 

docker build -t $NEW_IMAGE . 

docker run -d --name $CONTAINER_NAME -p $PORT:$PORT $NEW_IMAGE 

# Health check and rollback if needed 

for i in {1..5}; do 

  STATUS=$(curl -s -o /dev/null -w "%{http_code}" $HEALTHCHECK_URL) 

  [ "$STATUS" -eq 200 ] && docker rm $ROLLBACK_CONTAINER && exit 0 

  sleep 5 

done 

# Rollback on failure 

docker stop $CONTAINER_NAME 

docker rm $CONTAINER_NAME 

docker rename $ROLLBACK_CONTAINER $CONTAINER_NAME 

docker start $CONTAINER_NAME 

exit 1 

Challenges and Solutions 

While implementing the rollback mechanism, several challenges were encountered, particularly in ensuring data consistency, managing multi-

component rollbacks, and reducing the rollback time. Below are the primary challenges and the solutions applied to resolve them: 

 Ensuring Data Consistency: 

One of the most critical challenges during the rollback process was ensuring that the database schema and data remained consistent with the rolled-back 

application version. If not handled properly, this could lead to inconsistencies and data corruption. 

Solution: To address this challenge, Flyway or Liquibase was used to manage database migrations, which can be versioned and rolled back as needed. 

This ensured that the database schema was automatically reverted during the rollback process, maintaining consistency with the application version. 

 Handling Multi-Component Rollbacks: 

The application consists of multiple components: the Node.js backend, MongoDB database, and React frontend. Coordinating the rollback of these 

components, ensuring that the frontend continues to interact correctly with the backend, was a complex task. 

Solution: Clear rollback dependencies were defined in Jenkins. The Node.js backend was rolled back first, followed by the database schema rollback, 

and finally the frontend continued to interact with the backend seamlessly. Each component’s rollback was orchestrated in a specific sequence to ensure 

minimal disruption. 

Rollback Speed and Performance: 

Rollback times were initially longer than desired, especially during the database rollback stage, as large amounts of data had to be processed. 

Solution: To improve rollback speed, incremental database migrations were implemented, which only rolled back the changes made during the failed 

deployment. Additionally, Docker images were pre-built and cached to reduce the time required to pull and deploy the images during rollback. 

Future Work 

As the system evolves, several areas for improvement and enhancement of the rollback mechanism have been identified: 

Granular Rollbacks: 

Currently, the rollback mechanism reverts the entire application to the previous stable state. Future iterations could allow for granular rollbacks, where 

specific components (such as the backend or database) can be reverted independently, providing more flexibility. 

Advanced Monitoring: 
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Integrating real-time monitoring tools such as Prometheus, Grafana, or AWS CloudWatch could provide better insights into the application’s 

performance during the rollback process. These tools could help to detect issues earlier and trigger rollbacks before the failure affects users. 

Intelligent Rollback Triggers: 

In the future, machine learning algorithms could be used to predict potential failures based on historical deployment data, allowing for proactive rollbacks 

before a failure occurs. This could minimize risks associated with deployment and improve system reliability. 

Conclusion 

This paper discussed the design, implementation, and benefits of integrating a Jenkins-driven rollback mechanism into a CI/CD pipeline for Node.js 

applications deployed on AWS EC2. The rollback mechanism provides fault tolerance, allowing the system to recover automatically from deployment 

failures, minimizing downtime, and maintaining system availability. The integration of Docker containers, Jenkins automation, AWS EC2 scalability, 

MongoDB database management, and React frontend ensures a seamless deployment pipeline that can efficiently handle failures. The rollback 

mechanism plays a central role in maintaining system stability and resilience, and its implementation has significantly improved the fault tolerance of 

the system. 
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