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A B S T R A C T : 

Pneumonia is a severe respiratory condition that requires timely and accurate diagnosis for effective treatment. This project leverages deep learning and computer 

vision to develop an automated pneumonia detection system using a Convolutional Neural Network (CNN)-based model, specifically ResNet-50. The system 

processes chest X-ray images to classify cases as pneumonia-positive or normal, assisting healthcare professionals in early diagnosis. OpenCV is utilized for 

image preprocessing, ensuring enhanced feature extraction before passing the data to the deep learning model. TensorFlow facilitates model training and 

inference, optimizing accuracy and efficiency in classification. The system integrates a structured database for storing patient records and predictions, allowing 

seamless retrieval and analysis. Additionally, a web based interface, developed using Flask, provides an intuitive platform for users to upload X-ray images and 

obtain real-time diagnostic results. The implementation also includes mechanisms for handling misclassified cases and improving reliability through model fine-

tuning. Designed for scalability, this automated pneumonia detection system aims to support hospitals and clinics by enhancing diagnostic accuracy and reducing 

manual workload. 
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1.  Introduction 

Pneumonia affects millions worldwide and often requires expert radiologists to analyze X-ray images. This manual diagnosis process is time-

consuming and error-prone. Our goal is to automate the detection using artificial intelligence. By integrating deep learning with a user interface, this 

system aims to assist healthcare professionals in diagnosing pneumonia faster and more accurately. The global burden of pneumonia, especially in low-

resource settings, makes it imperative to adopt intelligent and scalable solutions for early detection. According to the World Health Organization 

(WHO), pneumonia is among the top causes of mortality among children under five. The advent of AI and machine learning has opened up new 

avenues in medical diagnostics, especially in the area of radiology, where large volumes of data require timely and precise interpretation. In this 

context, deep learning—particularly Convolutional Neural Networks (CNNs)—has proven highly effective in medical image classification. Models like 

ResNet-50 can identify complex visual patterns that might be subtle or missed during manual examination. Combining these technologies with a web-

based interface allows real-time and accessible diagnostic support, especially in rural and under-resourced hospitals. This paper outlines the 

architecture, methodology, and performance evaluation of our proposed Smart Pneumonia Detection System. It highlights how AI, combined with 

modern web technologies, can democratize access to quality healthcare diagnostics. 

1.1. Research Objectives 

The primary objective is to build a deep learning-based system for automatic pnemonia detection.  

Key goals include:   

• Developing a ResNet-50 based CNN for image classification. 

• Preprocessing X-ray images using OpenCV to enhance clarity and uniformity.  

• Designing a responsive and intuitive web-based UI using Flask for real-time predictions. 

• Evaluating model performance using metrics such as accuracy, precision, recall, and F1-score.   

• Ensuring model generalizability and robustness through extensive validation and testing. 

2. Literature Survey 

Several recent studies have applied deep learning to chest X-ray analysis for pneumonia detection. Models like CheXNet, DenseNet, and ResNet have 

shown promising accuracy. However, challenges such as dataset imbalance, lack of real-time interface, and interpretability still persist.In a study by 

Rajpurkar et al., the CheXNet model was trained on over 100,000 X-ray images and demonstrated radiologist-level performance. Despite its success, 

the model lacked real-time inference and interactive interfaces. Another work by Kermany et al. showed how transfer learning with VGG19 could 

improve prediction accuracy on pediatric pneumonia datasets. 

http://www.ijrpr.com/
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Our system addresses the above limitations by:   

• Using a pretrained ResNet-50 model for transfer learning.   

• Incorporating Grad-CAM heatmaps for visual explanation of predictions. 

• Providing an interactive user interface for clinicians to upload and test X-rays.  

3. Methodology and Processed Method 

The system follows a structured development process involving requirement analysis, data preprocessing, model design, training, evaluation, and 

deployment. 

  

 

Fig: System Design 

 

Step 1: Data Collection and Preprocessing  

Data Source: 

             Chest X-ray images are collected from public datasets like ChestX-ray14 (NIH) and the Kaggle pneumonia dataset.   

Image Preprocessing: 

Images are resized to 224x224 pixels to match ResNet-50 input requirements. Normalization scales pixel values to the 0-1 range for 

computational    efficiency. Data augmentation (rotation, flipping, zooming) increases dataset diversity and model generalization. Images are 

split into training (70%), validation (10%), and testing (20%) sets. 

 

Step 2: Model Development (ResNet-50)  

The ResNet-50 architecture is imported with pretrained weights from ImageNet.   

The to player is removed and replaced with: 

Global Average Pooling 2D  

Dense layer (128 units, ReLU)  

Dropout (rate: 0.5) to prevent overfitting  

Output layer with sigmoid activation (binary classification: Normal or Pneumonia)   

Compilation:  

1. Loss Function: Binary Crossentropy  

2. Optimizer: Adam with a learning rate of 0.0001  

3. Evaluation Metrics: Accuracy, Precision, Recall, and F1-Score  

 

Step 3: Training and Validation  

1. Model is trained using TensorFlow/Keras for 30–50 epochs depending on convergence.  

2. Batch size is set to 32.  

3. EarlyStopping and ModelCheckpoint callbacks are used to avoid overfitting.  
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4. The best model weights are saved for deployment.  

 

Step 4: Prediction and Grad-CAM Visualization 

 1. After training, the model is evaluated on the test set.  

2. For each prediction, a Grad-CAM (Gradient-weighted Class Activation Mapping) heatmap is generated. 

 3. Grad-CAM highlights the regions of the X-ray contributing most to the classification, improving transparency.  

 

Step 5: Web Application Interface (Flask)  

A Flask server provides a front-end for users to interact with the model.  

Features: 

 1. Upload chest X-ray image (JPG/PNG format)  

2. Real-time classification output with probability score (e.g., 91% Pneumonia)  

3. Display of the Grad-CAM heatmap overlay on the uploaded image  

4. Technologies Used: HTML, CSS, Bootstrap (for layout), Flask (Python back-end)  

 

Step 6: Integration with Optional Database  

Patient details and diagnostic results can be stored in a SQLite or MySQL database.   

Purpose: 

 1. Historical record keeping  

2. Analysis of diagnostic trends  

3. Future integration with hospital systems (EHR) 

 
 
3.1  System Implementation and Result  

 

1. Upload the X-Ray Image 

 Upload a chest X-ray image using the interface to analyze and predict pneumonia. The system processes the image and classifies it as "Normal" 

or "Pneumonia" based on the trained ResNet 50 model. 

 

 

 
Fig 3.1 (a) Browse the X-Ray Image 

 
+ 

 

2. Image Preprocessing  

Once uploaded, the system preprocesses the image by resizing it to 224x224 pixels, normalizing the pixel values, and converting grayscale images 

to RGB if needed. 
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Fig 3.1 (b) Upload the Image 

 
 
 

3. Model Prediction and Output 

After preprocessing, the system runs the ResNet-50 model to classify the X-ray. The output indicates whether the patient has pneumonia or not. 

 

 

 

Fig 3.1 (c) Pneumonia Detected 

Conclusion and Future Scope 

The Smart Pneumonia Detection System effectively demonstrates the power of deep learning in medical diagnostics. The integration of ResNet-50 with 

OpenCV and Flask ensures both high accuracy and ease of use. While promising, this system is a supportive tool and not a standalone diagnosis 

method. Further improvements could include multi-disease detection and federated learning for privacy-preserving AI.The Smart Pneumonia Detection 

System successfully identifies pneumonia in chest X-rays using deep learning. With its user-friendly interface and high accuracy, it can assist 

healthcare professionals effectively, especially in settings lacking radiologists. 

Future Scope:  

 

• Incorporating multi-label classification to detect other lung conditions like COVID-19,  tuberculosis, and fibrosis.   

• Deploying the system as a mobile app for field diagnostics. 

• Integrating with hospital EHR systems for seamless clinical workflows. 

• Exploring federated learning for privacy-preserving training across hospitals. 

 

 



International Journal of Research Publication and Reviews, Vol (6), Issue (5), May (2025), Page – 5887-5891                         5891 

 

REFERENCES 

 

[1] WHOPneumonia. World Health Organization. (2019), https://www.who.int/news-room/fact sheets/ detail/pneumonia 

 

[2] Neuman M., Lee E., Bixby S., Diperna S., Hellinger J., Markowitz R., et al. Variability in the interpretation of chest radiographs for the diagnosis of 

pneumonia in children. Journal Of Hospital Medicine. 7, 294–298 (2012) https://doi.org/10.1002/jhm.955 PMID: 22009855  

 

[3] Williams G., Macaskill P., Kerr M., Fitzgerald D., Isaacs D., Codarini M., et al. Variability and accuracy in interpretation of consolidation on chest 

radiography for diagnosing pneumonia in children under 5 years of age. Pediatric Pulmonology. 48, 1195–1200 (2013) 

https://doi.org/10.1002/ppul.22806 PMID: 23997040 

 

[4] Kermany D., Zhang K. & Goldbaum M. Labeled Optical Coherence Tomography (OCT) and Chest XRay Images for Classification. 

(Mendeley,2018)  

 

[5] Lal S., Rehman S., Shah J., Meraj T., Rauf H., Damasˇevičius R., et al. Adversarial Attack and Defence through Adversarial Training and Feature 

Fusion for Diabetic Retinopathy Recognition. Sensors. 21, 3922 (2021) https://doi.org/10.3390/s21113922 PMID: 34200216  

 

[6] Shetty, A.S., et al. 'Pneumonia detection using machine learning.' Int. Journal of Networks and Systems, 2024.  

 

[7] Kumar, G.H., et al. 'ML model for pneumonia detection from X-rays.' IJFANS, 2023. 

 

[8] Paul, A., et al. 'Pneumonia detection using DeepConv-DilatedNet.' IJCRT, 2022. 

 

[9] Rajpurkar, P., et al. 'CheXNet: Radiologist-Level Pneumonia Detection on Chest X-Rays with Deep Learning.' arXiv preprint arXiv:1711.05225, 

2017. 

 

[10] Kermany, D.S., et al. 'Identifying Medical Diagnoses and Treatable Diseases by Image- Based Deep Learning.' Cell, 2018 

 


