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A B S T R A C T :  

The integration of artificial intelligence into medical diagnostics has revolutionized preventive healthcare, particularly in ophthalmology. This paper introduces a 

deep learning-based system for the early detection and classification of retinal diseases—namely diabetic retinopathy, glaucoma, and cataracts—using high-

resolution retinal images. The system employs a multi-stage Convolutional Neural Network (CNN) architecture, initially identifying healthy versus diseased cases, 

followed by disease-specific classification for more precise diagnostic guidance. The system achieves over 90% accuracy in identifying these conditions, 

significantly outperforming conventional methods. Designed with speed, accuracy, and accessibility in mind—especially for under-resourced healthcare 

environments—this system streamlines diagnostic workflows and supports clinical decision-making. It directly contributes to the United Nations Sustainable 

Development Goals (SDGs), including Good Health and Well-Being, and Industry, Innovation and Infrastructure. 
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1. INTRODUCTION 

Eye diseases like diabetic retinopathy, glaucoma, and cataracts are major global health concerns that can lead to vision impairment or blindness if not 

detected early. According to the World Health Organization, over 2.2 billion people worldwide suffer from vision impairment, with approximately 1 

billion cases being preventable with early detection and treatment [1]. Traditional diagnosis methods often require expensive equipment and experienced 

ophthalmologists, making access difficult, especially in remote or underdeveloped areas. 

Early detection of these conditions is critical for preventing vision loss, yet access to timely diagnostic services remains limited in many regions due to 

shortages of specialists and diagnostic equipment. There is a pressing need for automated, efficient, and accessible solutions that can assist in the early 

detection of retinal diseases, particularly in resource-constrained environments. 

This paper presents a deep learning-based eye disease prediction system that leverages image classification models to identify various retinal diseases 

from retinal images. Unlike existing systems that either depend on manual image inspection or employ large and complex neural networks requiring high 

computational power, our approach utilizes a lightweight multi-stage model architecture that ensures fast and accurate predictions with minimal hardware 

requirements. 

2. RELATED WORK 

Several studies have explored the application of deep learning techniques for the detection of retinal diseases. Gulshan et al. [2] conducted a 

comprehensive systematic review and meta-analysis of deep learning approaches for diabetic retinopathy screening, highlighting their potential to enhance 

screening programs in diverse healthcare settings. 

Chen et al. [3] developed a multimodal deep learning model that integrates optical coherence tomography (OCT) and fundus images for more accurate 

diabetic retinopathy detection. Their hybrid model demonstrated superior performance by leveraging complementary information from both image types. 

For glaucoma detection, Khan et al. [4] proposed an AI-powered system using hybrid CNN and transformer models for OCT imaging. By combining 

local feature extraction with global context modeling, their approach achieved enhanced diagnostic accuracy with reduced false positives. 

Liu et al. [5] incorporated a novel attention mechanism into a deep neural network architecture to improve the sensitivity of glaucoma detection from 

OCT images. Their model highlighted critical regions associated with optic disc abnormalities, yielding improved accuracy in detecting various stages 

of glaucoma. 

http://www.ijrpr.com/
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While these studies demonstrate the effectiveness of deep learning in medical image classification, our system builds upon this foundation by introducing 

a multi-stage lightweight architecture with optimized preprocessing and deployment, making it more accessible for clinical use in diverse settings. 

3. METHODOLOGY 

3.1 System Architecture 

The proposed system employs a two-stage deep learning architecture for retinal disease detection. The first stage determines whether the retina is healthy 

or shows signs of disease, functioning as a preliminary screening mechanism. If disease indicators are detected, the second stage identifies the specific 

condition among diabetic retinopathy, glaucoma, and cataracts. 

3.2 Dataset 

The model was trained on a diverse dataset comprising: 

• Normal retinas (1000 images) 

• Diabetic retinopathy (998 images) 

• Cataracts (1021 images) 

• Glaucoma (987 images) 

These images were sourced from publicly available datasets including IDRiD, HRF, and Ocular Recognition databases. The dataset was split into training 

(80%), validation (10%), and testing (10%) sets to ensure robust model evaluation. 

3.3 Model Architecture 

The core of our system is a Convolutional Neural Network (CNN) with the following architecture: 

def create_model(n_classes): 

    """Create a CNN model for eye disease classification""" 

    # Define input shape and create input layer 

    input_shape = (IMAGE_SIZE, IMAGE_SIZE, CHANNELS) 

    inputs = layers.Input(shape=input_shape) 

     

    # Preprocessing layers 

    x = layers.experimental.preprocessing.Rescaling(1.0/255)(inputs) 

    x = layers.experimental.preprocessing.RandomFlip("horizontal_and_vertical")(x) 

    x = layers.experimental.preprocessing.RandomRotation(0.2)(x) 

     

    # Convolutional layers 

    x = layers.Conv2D(32, (3, 3), activation='relu')(x) 

    x = layers.MaxPooling2D((2, 2))(x) 

    x = layers.Conv2D(64, kernel_size=(3, 3), activation='relu')(x) 

    x = layers.MaxPooling2D((2, 2))(x) 

    x = layers.Conv2D(64, kernel_size=(3, 3), activation='relu')(x) 

    x = layers.MaxPooling2D((2, 2))(x) 

     

    # Flatten and dense layers 

    x = layers.Flatten()(x) 
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    x = layers.Dense(64, activation='relu')(x) 

    outputs = layers.Dense(n_classes, activation='softmax')(x) 

     

    # Create and compile model 

    model = models.Model(inputs=inputs, outputs=outputs) 

    model.compile( 

        optimizer='adam', 

        loss=tf.keras.losses.SparseCategoricalCrossentropy(from_logits=False), 

        metrics=['accuracy'] 

    ) 

    return model 

 

The model takes 256×256 RGB images as input, applies data augmentation techniques including random flipping and rotation to enhance generalization, 

and processes the images through three convolutional layers with ReLU activation and max pooling. The flattened features are then passed through dense 

layers to produce the final classification. 

3.4 Implementation Details 

The system was implemented using the following technologies: 

• TensorFlow 2.x and PyTorch for model development 

• Python for the backend server 

• React for the frontend interface 

Training was performed with the Adam optimizer, using a batch size of 32 and 15 epochs. To prevent overfitting, we employed early stopping with 

patience of 3 epochs and implemented data augmentation techniques including horizontal and vertical flips, rotation, and zoom. 

4. RESULTS AND DISCUSSION 

4.1 Model Performance 

The model achieved impressive performance metrics on the test dataset:  

Disease 

Category 

Precision Recall Accuracy 

Normal 0.94 0.96 0.95 

Diabetic 

Retinopathy 

0.92 
0.94 0.96 

Glaucama 0.91 0.96 0.94 

Cataract 0.93 0.91 0.94 

Overall 0.92 0.92 0.93 

4.2 Comparative Analysis 

Our approach demonstrates several advantages over existing methods: 

1. Lightweight Architecture: Our model requires significantly less computational resources than comparable systems, enabling deployment in 

resource-constrained environments. 
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2. Multi-stage Classification: The two-stage approach improves accuracy by first determining disease presence before specific classification, 

reducing false positives. 

3. Accessibility: The web-based interface allows for easy integration into existing healthcare workflows without specialized hardware. 

4. Processing Speed: The model processes images in under 2 seconds on standard hardware, enabling real-time feedback during clinical 

examination. 

4.3 Clinical Implications 

The system has several important implications for clinical practice: 

1. Early Detection: By providing rapid and accurate screening, the system enables earlier intervention for retinal diseases before significant 

vision loss occurs. 

2. Resource Optimization: Automating initial screening allows specialists to focus their expertise on confirmed cases that require advanced 

care. 

3. Healthcare Accessibility: The system's minimal hardware requirements make it suitable for deployment in rural and underserved areas, 

reducing geographic disparities in access to eye care. 

4. Decision Support: Rather than replacing ophthalmologists, the system serves as a decision support tool that can enhance diagnostic accuracy 

and efficiency. 

 

(a)     (b) 

Fig. 1 - (a) System Architecture ; (b) Confusion Matrix 

5. CONCLUSION AND FUTURE WORK 

This paper presented a lightweight, efficient deep learning system for the early detection of common retinal diseases. The multi-stage CNN architecture 

achieved high accuracy in classifying normal retinas, diabetic retinopathy, glaucoma, and cataracts, while maintaining computational efficiency suitable 

for diverse healthcare settings. 

The system directly contributes to SDG 3 (Good Health and Well-Being) by enabling early and accurate detection of vision-threatening conditions. It 

also aligns with SDG 9 (Industry, Innovation and Infrastructure) through its integration of AI-powered diagnostic systems into healthcare frameworks. 

Future work will focus on: 

1. Expanding the model to detect additional retinal conditions such as age-related macular degeneration 

2. Implementing explainable AI techniques to provide insight into the model's decision-making process 

3. Developing mobile applications for both Android and iOS platforms to further increase accessibility 

4. Incorporating voice-based interaction for users with visual impairments 

5. Adding multi-language support to enhance regional accessibility 

By continuing to refine and expand this system, we aim to further reduce the global burden of preventable vision impairment and blindness, particularly 

in regions with limited access to specialized eye care. 
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