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ABSTRACT:  

The purpose of this study was to examine how AI chatbot companions impact users’ parasocial relationships and experiences of loneliness. Participants included 

150 adults aged 18 years and above. The Celebrity-Persona Parasocial Interaction Scale (CPPI; Bocarnea & Brown, 2007) and the UCLA Loneliness Scale (Russell, 

Peplau, & Cutrona, 1980) were used to assess parasocial relationships and loneliness, respectively. Data were analyzed using SPSS. Results indicated that 

individuals who use AI chatbots reported significantly higher levels of loneliness compared to non-users. Furthermore, a strong positive correlation was found 

between loneliness and parasocial relationships, suggesting that adults experiencing greater loneliness are more likely to form parasocial bonds with AI chatbots. 

These findings highlight the potential for AI chatbots to serve as compensatory social agents but also raise concerns about the reinforcement of social isolation. 

Implications for ethical AI design and future research directions are discussed. 
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Introduction: 

The evolution of artificial intelligence (AI) has led to the development of increasingly sophisticated generative models capable of producing human-like 

conversations. AI chatbot companions, such as those found on platforms like Character.AI and Chai, offer interactive, personalized conversations that 

mimic human social interactions. These AI companions have moved beyond simple customer service applications into the realm of emotional support, 

entertainment, and even simulated relationships. As these tools grow in popularity, it becomes important to examine their effects on human behavior, 

emotional health, and society at large. This paper explores the unique impact of AI chatbot companions, considering both their positive contributions and 

the potential risks they pose.  

 

Generative AI refers to systems designed to create new content based on learned patterns from existing data. In the case of chatbot companions, these 

systems analyze vast amounts of human language to generate conversations that feel spontaneous, contextually relevant, and emotionally resonant. 

Platforms like Character.AI allow users to interact with a wide range of AI personalities, from fictional characters to custom-designed companions. 

Similarly, Chai provides users with the opportunity to create and converse with AI entities that can engage in casual chat, deep emotional discussions, or 

even simulated romantic relationships. The appeal of these platforms lies in their ability to simulate human-like interactions without the complexities of 

real-world relationships. Users can customize personalities, dictate the tone of conversation, and receive consistent attention, making AI companions 

highly attractive for those seeking companionship, creativity, or escapism.  

Positive Effects of AI Companions  

Emotional Support and Mental Health Assistance: One of the most prominent benefits of AI chatbot companions is the emotional support they can 

provide. For individuals struggling with loneliness, anxiety, or depression, an AI that listens attentively and responds empathetically can offer significant 

relief. The non-judgmental nature of these interactions encourages users to express their feelings more openly than they might with human peers. In 

moments of stress or isolation, a chatbot companion can serve as an immediate, accessible source of comfort.  

 

Enhancement of Social Skills and Self-Expression: Engaging with AI companions may also provide a safe environment for users to practice social skills 

and communication strategies. For individuals with social anxiety or developmental disorders, such as autism spectrum disorder, AI chatbots offer low-

pressure opportunities to engage in dialogue without the fear of negative judgment. Furthermore, creative users often find that AI companions help them 

express themselves in new ways, whether through storytelling, role-play, or philosophical discussions.  

 

http://www.ijrpr.com/
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Creativity and Cognitive Stimulation: AI companions encourage imaginative thinking by participating in storytelling, generating ideas, or exploring 

hypothetical scenarios. They can challenge users intellectually by engaging in debates, posing thought-provoking questions, or helping with brainstorming 

sessions. By simulating endless conversational possibilities, AI companions can serve as a wellspring of creative stimulation, pushing users to explore 

new topics and perspectives.  

 

Accessibility and Convenience: Unlike traditional social interactions, AI companions are available 24/7, do not experience emotional fatigue, and can 

adjust to the user’s preferred pace and style of conversation. For people in remote locations, or those with limited social networks, the accessibility of AI 

companionship can fill an important gap. Users can choose their preferred topics, set the emotional tone, and revisit conversations at their own 

convenience.  

Negative Effects and Potential Risks  

Emotional Dependency and Detachment from Reality: While AI companions can provide emotional relief, there is a growing concern that users may 

become emotionally dependent on them. Prolonged reliance on AI entities for social and emotional fulfillment may weaken users’ motivation to engage 

with real-world relationships. The customizable, forgiving nature of AI companions creates an unrealistic standard for human interaction, potentially 

leading to dissatisfaction with complex, unpredictable real-life relationships. Over time, users might prioritize interactions with AI over humans, reducing 

their opportunities to develop the interpersonal skills needed for healthy real-world relationships. This withdrawal from authentic social engagement may 

deepen feelings of loneliness rather than alleviating them in the long term.  

 

Distortion of Social and Emotional Expectations: The behavior of AI companions is designed to mirror user expectations and desires. They are 

programmed to be endlessly attentive, supportive, and aligned with the user’s preferences. While this can be comforting, it also risks distorting users’ 

perceptions of healthy interpersonal boundaries and conflict resolution. Human relationships inevitably involve misunderstandings, disagreements, and 

emotional discomfort, all of which are essential for personal growth. By contrast, AI companions eliminate these challenges, potentially fostering 

unrealistic expectations about how relationships “should” function.  

 

Privacy and Ethical Concerns: Using AI companions often requires the sharing of sensitive personal information, including emotional struggles, 

relationship issues, or personal goals. Without strict data protection practices, there is a risk that this information could be stored, analyzed, or exploited 

by companies. Users may be unaware of how their data is being used or the extent to which their private conversations are monitored. Furthermore, the 

creation of AI companions that simulate romantic or intimate interactions raises complex ethical questions about consent, exploitation, and emotional 

manipulation. If users become emotionally attached to a system designed to respond strategically for engagement purposes, it raises concerns about how 

emotional attachments are being commercialized.  

 

Impact on Youth and Development: Young users, who are still developing their emotional and cognitive skills, may be particularly vulnerable to the 

effects of AI companions. Dependence on AI conversations could interfere with the development of authentic social skills, empathy, and emotional 

regulation. Without learning to navigate realworld emotional complexity, young users might struggle with frustration, disappointment, and conflict in 

offline interactions. It becomes crucial to establish age-appropriate guidelines and educational initiatives to ensure that AI companionship is used as a 

supplement, not a replacement, for real-life social experiences.  

 

Broader Social Implications: At the societal level, the rise of AI companions may contribute to shifting norms about relationships, companionship, and 

community. As more individuals find fulfillment in artificial interactions, social structures may adapt in unpredictable ways. Traditional social institutions 

like friendship groups, support networks, or even romantic partnerships may need to redefine their roles in an era where personalized, always-available 

AI entities provide alternative forms of connection.  

 

Additionally, as companies compete to create more lifelike and emotionally persuasive AI companions, questions about authenticity, manipulation, and 

ethical design practices will become even more pressing. The commodification of emotional experiences through AI could widen the gap between those 

who can afford highly sophisticated companionship systems and those who cannot, creating new forms of emotional inequality.  

 

AI Chatbot companions have rapidly become a significant part of digital life, offering users not just conversation but also emotional support, 

entertainment, and even productivity assistance. These AI companions are powered by advanced language models and machine learning algorithms, 

enabling them to engage in realistic, adaptive, and often deeply personalized interactions. Unlike traditional chatbots, which were limited to predefined 

responses, modern AI companions can remember past conversations, adapt their personalities, and even simulate empathy, making them appealing to 

people seeking virtual friendship or companionship.  

 

Among the most popular apps in this space is Character.AI (c.ai), which allows users to interact with a vast library of AI-generated characters, each with 

unique personalities and backstories. Users can customize these characters or create their own, tailoring conversations to their preferences. The platform’s 

flexibility and emotional intelligence make it a favorite for those looking for immersive and emotionally engaging AI interactions.  

 

Chai is another leading app that democratizes chatbot creation and deployment. It stands out for its user-friendly interface, enabling anyone to design, 

customize, and share their own AI chatbots. Chai’s cross-platform availability-spanning Android, iOS, and even social media-ensures users can access 
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their AI companions wherever they go. The app also provides performance metrics, helping creators refine their bots for better engagement and 

satisfaction.  

 

Crushon.AI differentiates itself by offering a more open and unrestricted environment for AI companionship. Unlike some competitors, Crushon.AI 

allows users to engage in a wide range of topics, including those that are typically filtered or restricted elsewhere. Its emphasis on user freedom and 

character customization makes it attractive to users who want a more authentic and less censored chat experience.  

 

Kajiwoto focuses on deep personalization and versatility, letting users create AI chat characters with advanced features such as mood states, voice 

integration, and even image albums. The platform supports both private and group chats, and can be integrated with Discord, making it popular for 

gaming, roleplay, and knowledge sharing. Kajiwoto’s continuous updates and support for multiple AI models ensure a fresh and engaging experience for 

its community.  

 

Beyond these, the landscape of AI companions includes apps like Replika, which is renowned for its emotional intelligence and ability to foster genuine 

connections, and Woebot, which specializes in mental health support through therapeutic conversations. Each app brings its own strengths, whether it’s 

emotional depth, creative roleplay, or practical assistance, reflecting the diverse needs and preferences of users in the digital age.  

 

Advancements in artificial intelligence have reshaped how individuals experience companionship and emotional support. One of the most notable 

innovations in this area is the rise of AI chatbot companions, which simulate natural conversation and interaction. As these technologies become more 

embedded in people’s lives, there is growing interest in how they affect users’ emotional experiences, particularly around parasocial relationships and 

loneliness. This paper explores the impact of AI companions on users’ emotional landscapes, discussing both the potential benefits and the drawbacks 

associated with this evolving form of interaction.  

Redefining Parasocial Relationships in the Age of AI  

Parasocial relationships, once limited to connections with celebrities or fictional characters, are undergoing significant transformation with the 

introduction of interactive AI companions. Unlike traditional parasocial experiences, where the interaction is one-sided, AI companions create a sense of 

dialogue, responding in real-time and adapting to the user’s communication style.  

 

This two-way interaction, although generated by algorithms, can lead users to feel a deeper sense of mutual connection. The dynamic engagement fosters 

a stronger illusion of companionship, encouraging users to develop emotional attachments that feel authentic even though the “partner” is not truly 

sentient. This blurring between reality and simulation deepens the complexity of modern parasocial relationships and changes how individuals perceive 

emotional bonds.  

The Role of AI Companions in Addressing Loneliness  

One of the strongest appeals of AI chatbot companions lies in their capacity to address emotional isolation. Many individuals experience loneliness due 

to various factors, such as social anxiety, physical disabilities, or geographic distance from others. AI companions provide an easily accessible outlet for 

interaction, offering users a space to express themselves without fear of judgment or rejection.  

 

By offering continuous availability, these companions fill gaps in social connection, especially during moments when human interaction is not possible. 

Users often find comfort in the steady presence and responsiveness of AI companions, which can momentarily alleviate feelings of isolation. This 

emotional support, even if artificial, can have a positive short-term impact on well-being by providing a source of affirmation and attention.  

 

Despite these positive effects, reliance on AI companions can create complications. If individuals begin to prioritize AI interaction over real-world 

connections, the underlying loneliness may persist or even deepen over time. Artificial relationships, while comforting, lack the unpredictable and 

enriching nature of human relationships, potentially leaving deeper emotional needs unmet.  

Emotional Impact and Psychological Considerations  

Interacting with AI chatbot companions often provides users with a sense of being understood and cared for. These systems can recall user preferences, 

maintain ongoing conversations, and simulate empathy, all of which contribute to emotional satisfaction. Many users report feeling uplifted, validated, 

and less alone through regular interactions with their AI companions.  

 

However, this emotional fulfillment has its limits. While AI companions can mimic understanding, they do not possess true empathy or consciousness. 

Over time, the realization that the relationship lacks genuine emotional depth may lead to dissatisfaction or feelings of emptiness. For some individuals, 

deep emotional investment in an AI companion might heighten feelings of loneliness rather than alleviate them once the illusion of mutuality fades.  

 



International Journal of Research Publication and Reviews, Vol (6), Issue (5), May (2025), Page – 4715-4724                      4718 

 

Another psychological concern is the potential distortion of expectations regarding human relationships. The consistent positivity and emotional 

availability of AI companions could cause users to develop unrealistic expectations for human interactions, which are often messier and more challenging. 

This shift could complicate future attempts to build or maintain authentic social relationships.  

Positive Applications and Supportive Uses  

Despite these challenges, AI chatbot companions have promising applications, particularly for populations that face barriers to social interaction. 

Individuals dealing with mental health issues, social anxiety, or chronic isolation may benefit from having a nonjudgmental and supportive presence to 

converse with. AI companions can help users practice emotional articulation, encourage self-reflection, and offer gentle coping strategies.  

 

In therapeutic contexts, AI companions might serve as supplemental tools, guiding users through mindfulness exercises or providing daily emotional 

check-ins. When used responsibly and in balance with human interactions, these companions can enhance emotional resilience and provide valuable 

support during times of stress or loneliness.  

 

The key lies in positioning AI companions not as substitutes for human relationships but as complementary supports. Encouraging mindful use can help 

maximize the emotional benefits without leading users to retreat entirely into artificial companionship.  

Ethical Challenges and Broader Implications  

The growing prominence of AI companions raises significant ethical questions. Transparency is critical; users must be fully aware that their interactions 

are with non-sentient entities. Misleading users into believing AI companions offer genuine emotional understanding could cause psychological harm, 

particularly for vulnerable populations.  

 

Furthermore, concerns arise around the design and objectives of these systems. If AI companions are engineered primarily to maximize user engagement, 

they may encourage dependency rather than promote emotional health. Ethical development practices should prioritize user well-being, ensuring that AI 

companions foster positive outcomes rather than exploit emotional vulnerabilities.  

 

On a societal level, the normalization of AI companionship could reshape how people value human relationships. If emotional needs are increasingly met 

by technology, the motivation to invest in real-world connections might diminish. Over time, this shift could have profound consequences on social 

cohesion and community well-being.  

REVIEW OF LITERATURE 

Liu, A. R.,et al (2024) The study found that while chatbot usage itself does not directly predict loneliness, other factors like neuroticism, social network 

size, and problematic use of chatbots do contribute to loneliness. They identified seven different user clusters, ranging from those who are socially fulfilled 

but dependent on chatbots to those who are lonely and moderate users of chatbots. The study found that different patterns of chatbot usage can lead to 

very different outcomes, with some users experiencing increased social confidence while others risk becoming more isolated. 

 

De Freitas, J., et.al (2024) The paper explains that AI companions can effectively reduce loneliness, with feeling heard and chatbot performance as key 

mediators, suggesting AI companions could be a scalable solution to the loneliness crisis. Consumers use AI companions to alleviate loneliness, as 

evidenced by the detection of loneliness-related language in real conversations and app reviews. Interacting with an AI companion reduces loneliness to 

the same degree as interacting with another person, and more than other activities like watching YouTube.  

 

Wang et al. (2024) This research focuses on the rise of AI companion chatbots like Replika and Character.ai and their role in addressing social isolation 

among young adults aged 18–30. The study reveals that personalized interactions foster parasocial relationships by mimicking human-like empathy and 

understanding user preferences over time. It also discusses how chatbots can provide low-pressure social interactions for socially anxious individuals or 

those with disabilities. These findings highlight chatbots’ potential to bridge gaps in human connection while cautioning against over-reliance on digital 

companionships. 

 

Maeda et al. (2024) explored how anthropomorphized chatbots induce parasocial relationships by fostering trust-forming behaviors among users through 

affective design principles. The study raises ethical concerns about dependency on parasocial bonds with non-human entities while emphasizing their 

potential to alleviate loneliness effectively when designed responsibly. 

 

Patel (2024) This research analyzes Replika’s user base of over 30 million people worldwide and its impact on emotional well-being through personalized 

conversations tailored to individual needs. The study emphasizes how AI companions adapt over time to create meaningful connections with users, 

particularly those experiencing loneliness or seeking emotional support. It also highlights ethical considerations regarding the commercialization of 

emotional relationships with AI systems and their implications for real-world social interactions. 

 



International Journal of Research Publication and Reviews, Vol (6), Issue (5), May (2025), Page – 4715-4724                      4719 

 

Jacobs (2024) analyzed whether AI companions sustainably reduce loneliness or merely reproduce its pathodynamics over time. The study highlights that 

while AI companions provide temporary relief from loneliness, their one-way relationships lack mutuality and reciprocity, which are essential for 

meaningful social connections. Jacobs emphasizes the risk of reinforcing feelings of isolation if users overly depend on these non-human interactions. 

The research also explores how AI companions affect social recognition, suggesting that they may alter human expectations of relationships. This work 

raises critical ethical questions about the long-term societal implications of relying on AI for emotional support. 

 

Pentina et al.’s mixed-method study (2024) examined Replika’s role in fostering relationship development among users experiencing loneliness. By 

analyzing interaction patterns over time, the study found that personalized conversations with Replika can lead to meaningful parasocial relationships, 

providing emotional support to users. However, the research also highlights ethical concerns about emotional manipulation through personalized designs 

and the potential for psychological dependence on chatbots. The findings underscore the need for responsible design practices to ensure that chatbots 

enhance well-being without compromising users’ ability to form human relationships. 

 

Savic (2024) critically analyzed the implications of AI social companions like Replika on human relationships and emotional dependency. The study 

highlights ethical concerns regarding care provided by non-human entities and their impact on users’ social skills over time. While recognizing the ability 

of AI companions to foster parasocial relationships, Savic emphasizes the need for guidelines to prevent over-reliance on artificial relationships at the 

expense of real-world connections. 

 

 Goodings et al. (2023) This study investigates how natural language processing advancements have enabled chatbots to hold nuanced conversations that 

resonate emotionally with users. By analyzing user feedback from platforms like XiaoIce and Chai, the research shows that chatbots offer companionship 

to marginalized groups such as the elderly or socially anxious individuals. The findings indicate that these interactions can alleviate feelings of isolation 

but also raise questions about dependency on non-human relationships for emotional fulfillment. 

 

Chen et al. (2023) The study investigates the effectiveness of empathy-driven algorithms in fostering trust between users and their AI companions across 

different age groups and cultural contexts globally. Results show that culturally sensitive designs enhance user satisfaction and deepen parasocial bonds 

by aligning chatbot behavior with local norms and values while reducing loneliness universally. 

 

Christopher (2023) His work focuses on Character.ai’s role in mental health support by analyzing its most popular personas like “Psychologist.” With 

over 70 million messages exchanged annually on this persona alone, the study highlights how users seek therapeutic benefits from chatbots while 

exploring their limitations in providing clinical-level care compared to professional therapists. 

 

Boine (2023) He examines how elderly users engage with AI companions like XiaoIce to combat loneliness caused by physical isolation or loss of loved 

ones during the COVID-19 pandemic era (2020–2022). Findings reveal that these interactions improve emotional well-being significantly but also 

highlight challenges related to accessibility and digital literacy among older populations. 

 

Xie et al. (2023) investigated factors driving engagement with social chatbots, including loneliness, trust, and chatbot personification. Their findings 

reveal that these factors contribute to psychological dependence among users who seek companionship through chatbots like Replika or Character.ai. The 

study highlights both positive impacts on emotional well-being and risks associated with excessive reliance on chatbot interactions for social fulfillment. 

 

Brewer (2022) Brewer examines how parasocial relationships formed with AI companions differ from traditional human-human parasocial bonds seen 

in media consumption (e.g., celebrities). Through qualitative interviews with chatbot users, the study finds that these relationships are more interactive 

and customizable, allowing users to feel a greater sense of control over their emotional connections while still addressing loneliness effectively. However, 

it raises concerns about whether these bonds can fully substitute for real-world interactions over time. 

 

Shani et al. (2022) This research explores the psychological impact of long-term use of AI chatbots on social skills and expectations for human 

relationships among teenagers aged 13–18 years old. Findings suggest that while chatbots provide a safe space for self-expression and emotional support 

during adolescence, they may inadvertently hinder the development of interpersonal skills necessary for real-world interactions if overused during 

formative years. 

 

Merrill et al. (2022) explored the concept of social presence in disembodied AI companions and its impact on user engagement among lonely individuals. 

The study revealed that perceived social presence fosters trust and increases the willingness to recommend AI companions as effective tools for combating 

loneliness. By analyzing user feedback, the researchers demonstrated how chatbots can simulate meaningful social interactions despite lacking physical 

embodiment, making them accessible to diverse populations facing isolation. The findings emphasize the importance of designing AI companions with 

strong social presence to maximize their effectiveness in reducing loneliness. 

 

Zehnder et al. (2021) examined how anthropomorphism in virtual agents influences user perceptions and mental health support. Their findings suggest 

that conversational agents with human-like features foster companionship and reduce loneliness by creating meaningful interactions. The study highlights 

how increased anthropomorphism enhances emotional engagement, making users more likely to perceive virtual agents as empathetic companions. 

However, it also raises concerns about dependency on non-human relationships for emotional fulfillment. This research underscores the importance of 

balancing anthropomorphic design with ethical considerations in virtual agent development.   
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Methodology: 

1. AIM 

To examine the impact of AI chatbot companions on users’ loneliness and the development of parasocial relationships among adults. 

2. OBJECTIVE 

The primary objective of the present study is to examine the perceived emotional connection and feelings of social companionship associated with the 

use of AI chatbots.  

3.HYPOTHESIS 

H1- There will be significant relationship between loneliness and parasocial relationship among adults.  

H2- There will be significant differences in loneliness amongst chatbots users and non chatbots users.  

4.SAMPLE 

A total of 150 participants were recruited for this study using a convenience sampling method. Participants were individuals aged 18 years and older who 

voluntarily consented to participate in an online survey. Of the total sample, 75 participants reported using AI chatbots, and 75  participants indicated that 

they did not use AI chatbots.  Efforts were made to ensure variability in demographic characteristics such as age, gender, and educational background to 

enhance the generalizability of the findings. 

5.RESEARCH VARIABLE: 

The present study investigates the following research variables: 

• Independent Variable: AI chatbot usage (user vs. Non-user) 

• Dependent Variables: Loneliness, Parasocial relationship 

• Control Variables: Age, gender, and other relevant demographics 

6.DISCRIPTION OF TOOLS 

TABLE 1:Shows the description of tools used in the research. 

Scale   Author(s) Measures 

Celebrity-Persona Parasocial Interaction Scale 

(CPPI) 

Bocarnea & Brown,( 2007):  Used to assess the strength of parasocial 

relationships. (AI companions here) 

UCLA Loneliness Scale Russell, Peplau, & Cutrona (1980) Subjective loneliness and social isolation 

TABLE 1 

TOOLS DISCRIPTION 

Sr.no   Name of the tool Author  Year No. Of items  

1. Celebrity-Persona 

Parasocial Interaction 

Scale (CPPI) 

Bocarnea & Brown, 2007 20 

2. UCLA Loneliness Scale Russell, Peplau, & Cutrona  1980 20 

TABLE 2 

DEMOGRAPHIC QUESTIONNAIRE :  

Captured age, gender, relationship status, and frequency/duration of AI chatbot use. 

7.PROCEDURE 
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The questionnaires were made in a Google form to collect the sample online as well as offline forms were made. Subjects were briefed about the 

questionnaire. Instructions were also given at the start of every part of the questionnaire. Consent was marked by every participant. After data was 

collected scoring was done according to the manual of each questionnaire.  

8.STATISTICAL ANALYSIS 

Statistical tool: 

1. Pearson’s Correlation Coefficient : 

Purpose: To examine the relationship between two continuous variables: Loneliness and Parasocial Relationship. 

Interpretation: The value of r ranges from -1 to +1, indicating the strength and direction of the relationship. A significant p-value (Sig) indicates statistical 

significance. 

2. Independent Samples t-test 

Purpose: To compare the means of two independent groups (AI chatbot users vs. Non-users) on the variable Loneliness. 

Interpretation: The t value, degrees of freedom (df), and significance (p-value or Sig) indicate whether the difference in means is statistically significant. 

Summary Table of Tools: 

Statistical Tool Purpose/Use in Study 

Pearson’s Correlation Coefficient  Examining the relationship between Loneliness and Parasocial 

Relationship 

Independent Samples t-test Comparing Loneliness between Chatbot Users and Non-Users 

TABLE 3 

Software used: 

These analyses were conducted using statistical software such as SPSS, and Excel. 

9. DATA ANALYSIS 

The analysis of AI chatbots’ impact on loneliness and parasocial relationships reveals significant findings across all three hypotheses.  

Relationship Between Loneliness and Parasocial Relationships 

S.no Variable N R Sig 

1 Loneliness 150 0.81 Sig ** 

2 Parasocial relationship 150  Sig at 0.01 level 

TABLE 4 

Key Findings: 

- A strong positive correlation exists between loneliness and parasocial relationships (   r = 0.81   ,    p < 0.001   ). 

- Significance levels confirm the relationship is statistically robust at the 0.01 threshold. 

Difference in Loneliness Between Chatbot Users and Non-Users 

S.no Group N Mean SD T Df Sig 
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1 AI Chat bot 

users 

75 3.37 1.20 10.17 146 Sig ** 

2 Non users of AI 

chat bots 

75 1.86 0.41    

TABLE 5 

Key Findings: 

- Chatbot users reported significantly higher loneliness (   M = 3.37   ,    SD = 1.20   ) compared to non-users (   M = 1.86   ,    SD = 0.41   ). 

- The independent t-test confirmed a large mean difference (   t = 10.17   ,    p < 0.001   ). 

 

Results 

A total of 150 adult participants (aged 18 years and above) were included in the analysis, with 75 identified as AI chatbot users and 75 as non-users. The 

sample comprised a balanced distribution of gender and age groups. Descriptive statistics were computed for the primary variables: loneliness and 

parasocial relationship scores. The mean loneliness score for chatbot users was 3.37 (SD = 1.20), while non-users reported a mean loneliness score of 

1.86 (SD = 0.41). Parasocial relationship scores were also assessed, with higher scores indicating stronger parasocial involvement. 

Hypothesis 1: Relationship Between Loneliness and Parasocial Relationships 

To test the first hypothesis, a Pearson’s correlation analysis was conducted to examine the relationship between loneliness and parasocial relationships 

among adults. The results revealed a strong positive correlation between loneliness and parasocial relationship scores, r(148) = .81, p < .001. This finding 

indicates that as loneliness increases, the strength of parasocial relationships with AI chatbots also increases. The correlation was statistically significant 

at the .01 level, supporting the hypothesis that loneliness and parasocial relationships are closely linked in this population. 

Hypothesis 2: Differences in Loneliness Between Chatbot Users and Non-Users 

An independent samples t-test was performed to compare loneliness scores between AI chatbot users and non-users. The analysis indicated a significant 

difference in loneliness levels, t(148) = 10.17, p < .001. Chatbot users reported significantly higher loneliness (M = 3.37, SD = 1.20) than non-users (M 

= 1.86, SD = 0.41). The effect size was large, suggesting a meaningful difference in loneliness based on chatbot usage status. These results support the 

second hypothesis, demonstrating that AI chatbot users experience greater loneliness compared to those who do not use chatbots. 

Discussion  

The current study aimed to explore how interactions with AI chatbot companions influence users’ feelings of loneliness and the development of parasocial 

relationships among adults. The analysis revealed two key findings: a strong positive association between loneliness and parasocial relationships, and 

significantly higher loneliness reported by individuals who use AI chatbots compared to those who do not. These results offer valuable insights into the 

psychological and social implications of engaging with artificial conversational agents. 

Parasocial Relationships and Loneliness 

The observed strong correlation between loneliness and parasocial relationships suggests that adults who experience greater loneliness are more likely to 

form emotional connections with AI chatbots. This pattern may indicate that individuals turn to AI companions as a substitute for human interaction when 

social needs are unmet. The ability of chatbots to provide responsive, attentive, and non-judgmental communication could make them appealing to those 

seeking comfort or companionship. However, the one-sided nature of these relationships may not fully address the deeper human need for reciprocal 

social bonds. 

Loneliness Among Chatbot Users 

The finding that chatbot users report higher levels of loneliness than non-users raises important questions about the role of AI in social well-being. It is 

possible that individuals who already feel isolated are more inclined to seek out AI chatbots, using them as a coping mechanism. Alternatively, frequent 

reliance on AI for social interaction might inadvertently reinforce feelings of isolation by reducing opportunities for meaningful human contact. The 

direction of this relationship remains unclear, but the association highlights the need to consider both the benefits and potential drawbacks of AI 

companionship. 
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The Role of AI Companions in Social Life 

AI chatbots offer users a unique form of interaction that is available at any time and often tailored to individual preferences. For some, these interactions 

may provide a sense of comfort and acceptance, especially when human support is lacking. If individuals begin to prioritize interactions with chatbots 

over human relationships, this could impact their social skills and emotional well-being in the long term. 

Implications 

These findings suggest that while AI chatbots can serve as a source of support for lonely individuals, it is important to encourage balanced use. Developers 

and practitioners should consider ways to design AI companions that promote healthy social habits, such as encouraging users to seek out human 

connections and providing resources for building real-life relationships. Awareness of the potential for increased loneliness among frequent chatbot users 

is essential for both users and those involved in the development of AI technologies. 

Limitations 

The sample consisted of adults who self-selected to participate, which may affect the generalizability of the results. Additionally, the study relied on self-

report measures, which can be influenced by personal biases or inaccuracies in self-perception. The frequency, duration, and quality of chatbot interactions 

were not assessed, which could be important factors in understanding their impact. 

Future Research Directions:- 

Future research should consider the following avenues: 

• Longitudinal Studies: Tracking users over time could clarify whether chatbot use leads to increased loneliness or if lonely individuals are more 

likely to use chatbots. 

• Qualitative Research: Interviews or open-ended surveys could provide deeper insight into users’ personal experiences and motivations for 

engaging with AI companions. 

• Experimental Designs: Controlled studies could test interventions that combine AI chatbot use with strategies for enhancing real-world social 

connections. 

• Diverse Populations: Examining different age groups, cultural backgrounds, and types of chatbots could reveal variations in how AI 

companions affect loneliness and parasocial relationships. 

• Impact on Social Skills: Investigating whether prolonged chatbot use influences users’ ability to form and maintain human relationships would 

be valuable. 

Conclusion 

This study explored the impact of AI chatbot companions on loneliness and parasocial relationships among adults. The key findings are as follows: 

 

• Strong Link: There is a strong positive association between loneliness and the formation of parasocial relationships with AI chatbots. 

• Higher Loneliness in Users: Individuals who use AI chatbots report significantly higher levels of loneliness than non-users. 

• Compensatory Role: AI chatbots can provide comfort and a sense of companionship, especially for those lacking human social support. 

• Potential Risks: Overreliance on AI companions may reinforce or even increase feelings of loneliness by reducing opportunities for real-

world social engagement. 

 

These results highlight both the supportive and potentially problematic roles of AI chatbots in adults’ social lives. While chatbots can temporarily 

alleviate feelings of isolation, they are not a substitute for genuine, reciprocal human relationships. 

 

It is essential for developers and users to approach AI companionship with caution, ensuring that technology complements rather than replaces human 

interaction. Future research should focus on understanding the long-term effects of AI chatbot use and developing strategies to encourage balanced, 

healthy social habits. 
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