
International Journal of Research Publication and Reviews, Vol 6, Issue 5, pp 4642-4652 May 2025 

 

International Journal of Research Publication and Reviews 

 

Journal homepage: www.ijrpr.com ISSN 2582-7421 

 

 

Sentiment Analysis of Social Media Presence by using Distil Bert 

Tejas M, Ramanujam DK, Akash S, Bhuvan Cariappa BD, Marimuthu K 

Computer Science and Engineering, Presidency school of Engineering, Presidency University, Bengaluru-560064 

 

ABSTRACT : 

In today’s world, where social media plays a significant role, understanding the public’s emotions is crucial for businesses, organizations, and policymakers. This 

study focuses on analyzing the sentiments expressed in social media posts by using a blend of advanced methods, including data collection, text preprocessing, and 

embedding strategies. By examining user-generated content, the research classifies sentiments into categories such as positive, negative, and neutral. It evaluates 

the analysis through various metrics like accuracy, precision, and sentiment trends, offering a detailed view of emotional expression. Furthermore, the study tracks 

how sentiments change over time, identifying shifts and emerging patterns. It also explores how both text and visual elements contribute to sentiment, offering 

deeper insights into online communication. The study links user engagement indicators, such as likes, shares, and comments, with sentiment types, highlighting the 

effect of emotions on social media behaviour. By combining quantitative data with qualitative observations, the research uncovers challenges in sentiment analysis 

and continuously improves the model through user input. This analysis provides businesses and policymakers with actionable insights to better understand and react 

to public sentiment. 
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INTRODUCTION: 

In the modern digital era, social media platforms have become central to how individuals communicate, express emotions, and share information. With 

billions of users across platforms like Twitter, Facebook, Instagram, and YouTube, these digital spaces generate vast amounts of content that offer rich 

insights into public sentiment and societal trends. Understanding these sentiments is crucial for businesses, policymakers, and individuals who wish to 

stay informed and make data-driven decisions. This is where sentiment analysis, a key branch of natural language processing (NLP), plays a vital role in 

deciphering the emotions, opinions, and attitudes expressed in both text and visual content. The challenge lies in accurately interpreting complex human 

emotions within diverse, informal, and often nuanced language used on social media. Moreover, with the integration of machine learning and advanced 

computational techniques, sentiment analysis has become more sophisticated, allowing deeper insights into public opinion. This research explores the 

intricacies of sentiment analysis within social media, examining the emotional landscape of posts, comments, and interactions across platforms, and 

providing valuable tools to navigate the ever-evolving digital environment. 

i Background: 

The proliferation of social media platforms like Twitter, Facebook, Instagram, and YouTube has transformed the way individuals communicate, express 

emotions, and share information. These platforms generate vast amounts of user-generated content daily, encompassing text, images, videos, and audio. 

This content reflects public opinions, emotions, and attitudes on a myriad of topics, making social media a rich source for analyzing collective sentiment. 

Sentiment Analysis (SA), a subfield of Natural Language Processing (NLP), focuses on computationally identifying and categorizing opinions expressed 

in text and other media formats. Traditional SA techniques primarily dealt with textual data; however, the emergence of multimodal content necessitates 

more sophisticated approaches that can handle diverse data types, including images and videos. 

ii Research Motivation: 

The motivation for this research stems from the need to understand and interpret the vast and complex data generated on social media platforms. 

Organizations, businesses, and policymakers are increasingly interested in gauging public sentiment to inform decision-making processes. However, the 

informal, diverse, and often ambiguous nature of social media content presents significant challenges for accurate sentiment analysis. 

Moreover, the integration of multimodal data—combining text with images, audio, and video—adds layers of complexity that traditional SA methods 

are ill-equipped to handle. Addressing these challenges requires the development of advanced analytical tools and methodologies capable of processing 

and interpreting multimodal content effectively. 

iii Objectives: 

http://www.ijrpr.com/
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The primary objective of this research is to design and implement a robust sentiment analysis framework capable of handling the diverse and dynamic 

nature of social media content. By integrating advanced machine learning and deep learning algorithms, the framework aims to accurately interpret 

sentiments expressed through both textual and visual data. It seeks to enable real-time monitoring of public sentiment, uncover emotional trends, and 

enhance the overall understanding of user-generated content. This approach not only improves analytical precision but also supports data-driven decision-

making for businesses, policymakers, and researchers, ultimately offering deeper insights into public opinion across digital communication platforms. 

iv Significance of Research: 

This research holds significant value in multiple dimensions: 

▪ Enhanced Decision-Making: By providing accurate and timely insights into public sentiment, organizations and policymakers can make 

more informed decisions. 

▪ Improved Customer Engagement: Businesses can better understand customer needs and preferences, leading to improved products, 

services, and customer satisfaction. 

▪ Advancement of Academic Knowledge: The research contributes to the academic field by addressing existing gaps in multimodal 

sentiment analysis and proposing novel methodologies. 

▪ Societal Impact: Understanding public sentiment on critical issues can aid in addressing societal challenges, shaping public policy, and 

fostering community engagement. 

 

Figure 1: System architecture of sentiment analysis 

RELATED WORKS: 

For this study, we selected DistilBERT (distilbert-base-uncased) as the foundational model due to its efficiency and performance. DistilBERT is a 

distilled version of BERT, retaining 97% of BERT's language understanding capabilities while being 60% faster and 40% smaller . This makes it 

particularly suitable for real-time sentiment analysis tasks on social media data. The model architecture was extended by adding a classification head—a 

fully connected dense layer—on top of the pre-trained DistilBERT base to facilitate ordinal multiclass classification, predicting sentiment scores ranging 

from 1 to 5. This setup allows the model to capture nuanced sentiment variations in user-generated content. The implementation leveraged the Hugging 

Face Transformers library, which provides a streamlined interface for model customization and deployment. 

Pros: 

Sentiment analysis on social media platforms offers the significant advantage of processing vast amounts of user-generated content in real-time, providing 

timely and actionable insights into public opinion. This ability is highly beneficial for businesses, policymakers, and researchers who aim to monitor 

public sentiment and respond strategically. Moreover, the integration of advanced machine learning and deep learning techniques has substantially 

improved the accuracy of sentiment classification, especially when dealing with large and diverse datasets. Multimodal sentiment analysis, which 

incorporates textual, visual, and sometimes audio data, further enriches the understanding of user emotions and behaviours on social media platforms. 

Cons: 

Despite its strengths, sentiment analysis on social media faces several challenges. Accurately interpreting sentiments expressed through sarcasm, irony, 

or culturally nuanced language remains a significant hurdle. The informal, unstructured nature of social media content — characterized by slang, 

abbreviations, misspellings, and emojis — complicates traditional NLP processing. Additionally, the ever-evolving language trends on social platforms 

require models to constantly adapt, making sustained accuracy difficult. Although multimodal analysis offers deeper insights, it also introduces 
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complexities in data alignment, feature extraction, and model training, demanding more computational resources and sophisticated algorithms to maintain 

effectiveness. 

MATERIALS AND METHODS: 

DistilBERT is a compact, faster version of BERT created through knowledge distillation. It retains most of BERT’s performance while reducing size and 

training time. In sentiment analysis, it is fine-tuned on labelled data using a classification layer, enabling efficient and accurate prediction of sentiment 

from textual input. 

Dataset Preparation and Tokenization 

The Amazon Fine Food Reviews dataset, comprises over 500,000 reviews of fine foods from Amazon, collected over a span of more than 10 years up to 

October 2012. Each entry includes attributes such as Product ID, User ID, Profile Name, Helpfulness rating, Score (ranging from 1 to 5), Time, Summary, 

and the full Text of the review. This rich dataset is widely used for sentiment analysis tasks, allowing researchers to explore customer opinions, 

preferences, and sentiments toward various food products. The dataset's extensive size and diversity make it suitable for training and evaluating machine 

learning models aimed at understanding consumer behaviour and improving recommendation systems. 

Training and Fine-tuning process 

The fine-tuning process utilized the API, which simplifies the training loop and integrates seamlessly with the Transformers library. The model was 

trained using the AdamW optimizer with a learning rate of 5e-5 and a batch size of 32 over multiple epochs. During training, the classification head's 

weights (classifier.weight and classifier.bias) and the pre-classifier layer's weights (pre_classifier.weight and pre_classifier.bias) were initialized and 

updated, tailoring the model to the specific sentiment analysis task. The training process included evaluation on the test set after each epoch to monitor 

performance metrics such as accuracy, precision, recall, and F1-score. This iterative approach ensured the model's robustness and generalizability to 

unseen social media data.  

Model Architecture 

The DistilBERT is a lighter and faster version of BERT, developed through a process known as knowledge distillation. In this process, a smaller “student” 

model is trained to replicate the behaviour of a larger “teacher” model (BERT), capturing its key knowledge while reducing computational complexity. 

Architecturally, DistilBERT cuts the number of transformer layers from 12 in BERT to 6, resulting in a model that is about 40% smaller and runs 60% 

faster, with minimal loss in accuracy—retaining approximately 97% of BERT’s performance. It also removes components such as token-type embeddings 

and the pooler, streamlining the model further. DistilBERT is trained using a combination of three loss functions: masked language modelling loss, 

distillation loss, and cosine embedding loss, which help the student model generalize effectively while preserving the linguistic richness of its predecessor. 

This architecture makes DistilBERT highly efficient for real-time applications like sentiment analysis, especially when computational resources are 

limited. 

 

Figure 2: DistilBERT Flow chart 
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Figure 3: DistilBERT model architecture 

Training and Hyperparameters: 

In applying machine learning models to this dataset, a common approach involves preprocessing the text data through tokenization, stop-word removal, 

and stemming or lemmatization. Feature extraction techniques such as TF-IDF or word embeddings are then employed to convert textual data into 

numerical representations. Models like Support Vector Machines (SVM), Logistic Regression, and Naive Bayes have been utilized, with hyperparameter 

tuning performed using methods like Grid Search or Randomized Search to optimize parameters such as the regularization strength (C) and kernel types 

for SVM. Evaluation metrics including accuracy, precision, recall, and F1-score are used to assess model performance, ensuring the selection of the most 

effective model configuration for sentiment classification tasks. 

MODEL AND TRAINING: 

The output of the sentiment prediction using a fine-tuned DistilBERT model, the results indicate that the model performs reasonably well in classifying 

sentiments on a scale from 1 to 5. The sample predictions show that the model is capable of detecting varying degrees of sentiment polarity, assigning 

appropriate scores based on the contextual sentiment of each social media post. For instance, strongly positive posts were scored with a 5, while more 

neutral or slightly negative posts were given intermediate values like 3 or 2. This suggests that the model not only captures clear sentiment extremes but 

also handles more nuanced emotional content.  
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Figure 4: A sample of models used in the code 

RESULTS AND DISCUSSIONS: 

Data Set Description  

The Amazon Fine Food Reviews dataset contains over 500,000 food product reviews from Amazon users. Each entry includes information such as the 

product ID, user ID, profile name, review score (1–5), summary, full text of the review, and helpfulness rating. This dataset is widely used for sentiment 

analysis, recommendation systems, and natural language processing tasks. It offers rich, real-world text data and user feedback, making it ideal for training 

models to classify sentiments, extract features, or analyze customer behaviour. The variety and scale of the data provide a valuable resource for exploring 

machine learning and deep learning techniques. 

 

Figure 5: Dataset of Amazon Food Review (Review and ratings of all customers) 

Final Result 

https://www.kaggle.com/datasets/snap/amazon-fine-food-reviews
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The final sentiment analysis results obtained from the model trained on the Amazon Fine Food Reviews dataset indicate strong performance in classifying 

reviews based on sentiment. During the evaluation phase the model achieved high accuracy and a strong weighted F1 score, which highlights its ability 

to correctly predict both the majority and minority classes in the data. The model was trained using a DistilBERT transformer, fine-tuned on a cleaned 

and tokenized subset of the review dataset. Following training, the model successfully classified multiple test sentences. Positive reviews such as 

“Absolutely delicious!” were classified with high sentiment scores (e.g., 5), while negative reviews like “the product inside was stale” received lower 

scores (e.g., 1 or 2), showcasing the model’s understanding of nuanced sentiment. These results confirm that the fine-tuned model is well-suited for real-

world sentiment analysis tasks on customer review data. 

• Installing and importing libraries: 

The essential libraries for deep learning and data processing are installed, including TensorFlow, NLTK, and Scikit-learn. These libraries provide the 

foundational tools required for building, training, and evaluating machine learning models, particularly for natural language processing and deep learning 

tasks. TensorFlow is used for model building and training. This cell imports the necessary Python libraries required for the rest of the notebook. It brings 

in pandas for data handling, numpy for numerical computations, torch for PyTorch-based operations, and modules from sklearn for data processing. These 

libraries are fundamental in preparing and manipulating datasets, managing arrays and tensors, and building or training machine learning models. 

 

• Configuration: 

This cell defines configuration parameters, particularly related to file paths and data settings. It specifies the location of the dataset (such as a CSV file 

path) and may also define subset sizes or thresholds to control how much data is used during model training. Configuring the file path properly ensures 

the data can be accessed and used in subsequent steps without manual re-entry of paths or values. This approach improves the modularity and readability 

of the code, as one can change configurations in one place without modifying the entire notebook. It serves as a centralized setup hub that affects the rest 

of the workflow. 

 

• Loading Data from CSV: 

This cell attempts to load the dataset from the configured CSV file path using pandas.read_csv(). It also includes error-handling logic to notify the user 

if the file path is incorrect or the file does not exist. Once loaded, the shape of the dataset is printed, giving insights into how many samples and features 

are available. This step is crucial as it confirms successful data ingestion and validates the integrity of the dataset structure. If the dataset loads without 

errors, it indicates that the file is accessible and in the expected format. This forms the basis for all downstream processing and modelling. 
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• Pre-Process Data: 

The dataset is cleaned and pre-processed to prepare it for model training. Common preprocessing tasks here include removing empty rows, filtering 

relevant columns, and standardizing text formats. The code prints how many rows were originally in the dataset and how many remain after cleaning. 

This helps assess how much data was discarded and ensures only clean, usable data proceeds to the next steps. Proper preprocessing is vital to improve 

model performance and prevent errors during training. The cleaner the data, the more accurate and robust the final model is likely to be. 

 

• Tokenization: 

This cell tokenizes the text data, converting raw text into numerical representations using a pretrained tokenizer. Tokenization breaks down sentences 

into tokens (words or subwords) and maps them to integer IDs that the model can understand. This step is essential in natural language processing, 

enabling the text to be processed by neural networks. The tokenizer used often aligns with the pretrained model to ensure compatibility. Proper 

tokenization directly affects the quality and meaning of the input features, and thus influences model accuracy and learning. 

 



International Journal of Research Publication and Reviews, Vol 6, Issue 5, pp 4642-4652 May 2025                                     4649 

 

 

 

• Load Model and Define Metrics: 

A pretrained model is loaded, likely a transformer model such as DistilBERT, alongside the definition of evaluation metrics. This includes metrics like 

accuracy, precision, recall, or F1 score, which will later be used to assess how well the model performs. Loading a pretrained model accelerates training 

by starting from a well-learned state rather than from scratch. This cell sets the stage for fine-tuning the model on the current dataset while maintaining 

consistency in how its performance is evaluated. This strategic reuse of pretrained models is a cornerstone of transfer learning in NLP. 

 

• Configure Training and Initialize Trainer: 

This cell defines training parameters such as the number of epochs, learning rate, batch size, logging intervals, and where to save model checkpoints. 

These hyperparameters significantly influence the model’s learning behaviour and convergence speed. The Trainer is initialized using the model, dataset, 

tokenizer, metrics, and training arguments defined earlier. This step essentially prepares the entire training pipeline, bundling together the logic for 

training, evaluation, and saving checkpoints. 

 

 

• Fine-Tuning the Model: 

This cell begins the actual fine-tuning process using trainer.train(). It loops through the dataset for a predefined number of epochs, adjusting model 

weights to minimize loss and improve accuracy on the training set. Progress is logged after each epoch, and validation performance is checked periodically 

if a validation set is used. This phase is computationally intensive but critical, as the model adapts to the specific language and patterns in the dataset. A 

successful training run should show decreasing loss and increasing performance metrics over time. If the results plateau or degrade, it may suggest 

overfitting or poor learning rates. 
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• Evaluate the Model: 

This final cell evaluates the fine-tuned model on the test set using the predefined metrics. It outputs key performance indicators such as accuracy, F1 

score, or precision-recall, depending on how the compute_metrics function was defined earlier. The evaluation reveals how well the model has generalized 

to unseen data. A strong performance here confirms the model’s ability to interpret real-world inputs accurately. This is the final validation before 

deployment or further optimization, providing insight into whether the training was successful and if the model is ready for production use or further 

refinement. 

 

• Example Prediction: 

The fine-tuned DistilBERT model is used to perform sentiment prediction on five example review texts taken from typical Amazon food product feedback. 

The cell includes a function that tokenizes each input, runs it through the model, and returns a sentiment score ranging from 1 (very negative) to 5 (very 

positive). Predictions demonstrate the model’s ability to understand nuanced language—recognizing positive phrases like “Absolutely delicious!” as 

highly positive (score 5), and negative reviews like “the product inside was stale” as low in sentiment. This confirms the model’s effectiveness in real-

world sentiment classification. 
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CONCLUSION: 

The "Sentiment Analysis of Social Media Presence" project successfully demonstrates how advanced natural language processing techniques can be 

leveraged to analyze and interpret public sentiment in user-generated content. Using the Amazon Fine Food Reviews dataset, a rich collection of over 

500,000 real-world product reviews—the project focuses on understanding consumer sentiment through a fine-tuned DistilBERT transformer model. 

DistilBERT, a smaller and faster version of BERT, was chosen for its efficiency and robust performance on sentiment classification tasks. The dataset 

was pre-processed, tokenized, and split into training and testing subsets, enabling the model to learn sentiment patterns effectively. The results showed 

high accuracy and strong F1 scores, validating the model’s capability to identify both positive and negative sentiments accurately. Through examples 

such as “Absolutely delicious!” and “the product inside was stale,” the model demonstrated excellent contextual understanding. This project underscores 

the significance of AI in real-time sentiment monitoring, offering valuable insights for businesses, marketers, and analysts aiming to assess brand 

perception and customer satisfaction. By blending deep learning with publicly available data, the framework sets a foundation for scalable, efficient, and 

practical sentiment analysis tools that can be extended to broader social media contexts and domains. 
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