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Introduction 

The integration of Artificial Intelligence (AI) into banking has converted how financial establishments operate, from client engagement to credit 

evaluation and fraud detection. In India, the banking zone has embraced AI-pushed technologies with growing enthusiasm, aligning itself with 

international developments towards automation and records-driven choice-making. However, the felony and regulatory frameworks governing these 

technologies continue to be underdeveloped, elevating essential questions about duty, patron protection, and facts privacy. This paper explores the 

involvement and implications of AI inside the Indian banking zone, specifically through the lens of enterprise regulation, and examines the need for a 

complete legal framework to address emerging demanding situations. 

AI in Indian Banking: A Technological Shift 

AI has located numerous applications in banking operations, including chatbots for customer support, predictive analytics for investment advice, credit 

threat assessments, and automation of compliance strategies. Indian banks like HDFC, ICICI, and SBI have released AI-pushed structures to address 

routine queries, hit upon fraud, and streamline lending strategies. These modifications intention to reduce operational charges, enhance efficiency, and 

supply personalized offerings. Yet, with accelerated reliance on gadget-led choices, the stakes of criminal non-compliance or ethical breaches have 

additionally grown. 

Regulatory Oversight: Current Legal Framework 

India presently lacks a specific criminal framework dedicated to regulating AI technology in banking. The Reserve Bank of India (RBI), the leader 

regulator for banking sports, has issued pointers related to digital banking, cybersecurity, and outsourcing, but there may be no direct connection with 

AI-particular requirements. As a result, banks the use of AI tools must navigate a patchwork of existing laws, together with: 

1) The Information Technology Act, 2000 

2) The Reserve Bank of India Act, 1934 

3) The Banking Regulation Act, 1949 

4) The Digital Personal Data Protection Act, 2023 

While those statutes offer some legal scaffolding, they had been now not designed with AI in thoughts. This regulatory vacuum can cause uncertainties 

approximately compliance, liability, and redressal mechanisms within the case of disputes arising from AI-generated results. 

Contractual and Liability Challenges 

One of the most complex criminal troubles surrounding AI in banking is the question of legal responsibility. Who is responsible while an AI gadget 

makes an incorrect credit score selection or fails to locate a fraudulent transaction? Traditional agreement law operates on the premise of human 

corporation, motive, and foreseeability—standards which can be tough to use to independent selection-making systems. 

Moreover, AI-based decisions regularly operate through opaque approaches known as "black-field algorithms." This loss of transparency makes it difficult 

to assign criminal obligation, especially when those algorithms function independently of human intervention. In such instances, banks might also face 

challenges not simply in protecting their moves legally, however also in preserving customer trust. 

http://www.ijrpr.com/


International Journal of Research Publication and Reviews, Vol 6, Issue 5, pp 2834-2836 May 2025                                     2935 

 

 

Smart contracts—a form of self-executing virtual agreement—are every other area where Indian commercial enterprise regulation is but to trap up. 

Although no longer extensively followed in banking but, their increasing relevance warrants a proactive criminal reaction to problems like enforceability, 

jurisdiction, and virtual signature validity. 

Data Protection and Privacy Concerns 

The use of AI in banking is based heavily on huge volumes of personal and financial facts. AI systems learn from these statistics to make predictions and 

choices. However, this increases critical privateness concerns, particularly given that sensitive financial data is at stake. 

India's Digital Personal Data Protection Act, 2023 (DPDP Act) marks a tremendous shift in the felony panorama by way of introducing precise duties on 

statistics fiduciaries—including banks—to make sure transparency, consent, and facts minimization. However, the Act does now not address the specific 

demanding situations posed by means of AI, which includes automatic profiling, biased selection-making, or the legality of choices made without human 

review. 

Additionally, Indian banks often partner with foreign tech corporations for AI answers, elevating questions about go-border facts transfers. While the 

DPDP Act allows for such transfers based totally on authorities’ notification, there remains ambiguity approximately statistics localization and ok 

safeguards. 

Bias and Discrimination in AI Systems 

An important ethical and legal concern in AI-based totally banking is algorithmic bias. AI structures, skilled on ancient facts, can accidentally perpetuate 

societal prejudices—main to discriminatory credit score selections, unfair hobby quotes, or denial of services. Under Indian customer protection laws and 

constitutional ensures (like Article 14’s promise of equality), such discrimination could be actionable. 

The challenge, but lies in proving bias and linking it to precise choices. Without transparency in AI fashions, affected people may additionally have little 

recourse. Furthermore, the absence of criminal necessities for algorithmic audits or fairness testing puts clients at a downside and will erode public self-

belief in AI-enabled banking. 

Role of RBI and Need for Proactive Regulatory Intervention 

While the Reserve Bank of India (RBI) has taken important steps to sell economic innovation, its modern function in regulating AI in banking stays 

extremely passive. Most of the steering issued so far pertains to virtual lending, cybersecurity, and fashionable IT governance, without a AI-specific 

directives in region. However, as AI begins to effect key elements of banking—which include hazard assessment, compliance reporting, and mortgage 

underwriting—the absence of devoted felony requirements may want to bring about regulatory blind spots.  

The RBI has shown attention of fintech trends through its Regulatory Sandbox Framework, which permits fintech entities to test products beneath limited 

regulation. Although a modern initiative, it stops short of offering lengthy-time period, enforceable policies on AI usage. The Report of the Working 

Group on Digital Lending (2021) did briefly point out the dangers associated with automatic choice-making and virtual systems, however the 

recommendations in large part targeted on digital lending, not the broader AI environment.  

Given the speed of AI adoption, the RBI ought to benefit from setting up a dedicated committee or assignment force to evaluate AI-associated risks and 

frame appropriate norms. This ought to include mandatory set of rules audits, third-birthday party certification of AI equipment, and real-time tracking 

of AI-pushed offerings in banking. By collaborating with technology specialists, legal students, and financial establishments, the RBI could lead the 

manner in formulating India’s first quarter-particular AI compliance code. Such initiatives could not most effectively protect purchasers however also 

offer clarity to banks and fintechs navigating an uncertain legal panorama. In doing so, India ought to come to be a version for other growing international 

locations seeking to stability innovation with accountable governance within the economic quarter. 

Cybersecurity and Legal Obligations 

With AI comes extended cybersecurity dangers. AI systems, while efficient, are not proof against hacking, spoofing, or manipulation. The RBI’s 

cybersecurity framework mandates banks to report incidents and maintain robust IT governance. However, as AI equipment turn out to be extra 

sophisticated, so do the threats. 

Banks must now assume no longer simply traditional cyber-attacks but also AI-particular threats like adversarial assaults—in which minor statistics 

manipulations misinform AI algorithms. In such instances, figuring out prison liability can be complicated, particularly if 1/3-celebration carriers are 

concerned. 

This underscores the need for contractual clarity in seller agreements, complete due diligence, and likely the imposition of strict liability in cases of 

negligence through technology vendors. 
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Intellectual Property (IP) and Ownership of AI Tools 

Another emerging prison difficulty is the ownership of AI-generated outputs. Many banks both develop AI structures in-house or procure them from 

outside carriers. In both cases, questions about highbrow property rights—over the software program, algorithms, and predictive fashions—want careful 

criminal treatment. 

Under Indian law, highbrow property is commonly assigned to human creators or legally identified entities. However, if an AI device creates a singular 

monetary answer or optimizes funding strategies, who owns the rights? The absence of prison readability on AI-generated content or inventions leaves a 

grey place in industrial IP regulation. 

Banks additionally need to shield their proprietary AI gear from misappropriation with the aid of personnel, competition, or collaborators. Robust non-

disclosure agreements and exchange mystery policies are important on this regard. 

Comparative Legal Approaches: Lessons for India 

Globally, countries like the European Union are moving in the direction of formal AI policies thru devices like the AI Act, which categorizes AI systems 

based on danger and outlines felony obligations as a result. The United States, even as extra sectoral in approach, has emphasised responsible AI use via 

hints issued by way of the National Institute of Standards and Technology (NIST). 

India can draw treasured insights from those jurisdictions—specially in mandating transparency, auditability, and risk assessments for AI use in important 

sectors like banking. 

Need for Reform: Building a Legal Framework for AI in Banking 

Given the unexpectedly evolving function of AI in the monetary zone, it is far vital for Indian lawmakers and regulators to remember a sector-specific 

prison framework. Some pointers consist of: 

1) Mandating algorithmic audits to come across bias and make certain fairness. 

2) Establishing prison duties for explain ability and responsibility in AI-driven selections. 

3) Creating a legal responsibility framework for AI-associated errors involving banks, companies, and records processors. 

4) Revising existing legal guidelines like the IT Act to incorporate AI-specific provisions. 

5) Encouraging the RBI to issue specified AI utilization tips in collaboration with SEBI and other stakeholders. 

Conclusion 

Artificial Intelligence holds massive promise for revolutionizing banking services in India. However, this transformation must be guided by a robust 

felony framework that ensures fairness, accountability, and purchaser safety. As economic institutions an increasing number of flips to AI for vital 

features, Indian commercial enterprise regulation ought to evolve to address the radical challenges it brings. Bridging this criminal gap will no longer 

simply enhance regulatory actuality but additionally foster accountable innovation that aligns with the values of justice, transparency, and fairness. 

 

 


