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ABSTRACT— 

The unchecked growth of cells within the brain results in the development of brain tumors. A tumor that increases in size by more than 50% significantly diminishes 

the likelihood of patient recovery. As the tumor grows, it raises intracranial pressure, potentially leading to life-threatening complications such as brain herniation.  

Therefore, prompt and precise diagnosis is crucial for managing these risks and decelerating tumor growth. Magnetic Resonance Imaging (MRI) is vital for the 

identification, assessment, and treatment planning of brain tumors. Gaining insight into the growth patterns of brain tumors offers valuable information for healthcare 

providers. MRI excels at visualizing the soft tissue structures within the human brain. 

In this research, MRI images are classified into three categories: Brain Tumor, Brain Glioma, and Normal. The dataset utilized for testing and validation was 

sourced  from Kaggle. To achieve prompt and reliable classification of MRI scans, deep learning methods have demonstrated exceptional effectiveness. These 

techniques have significantly improved the accuracy of early disease identification. 

Nonetheless, brain MRIs can occasionally produce inconclusive results regarding tumor presence. To overcome this limitation, we suggest a hybrid deep learning  

method that employs Convolutional Neural Networks (CNNs) for feature extraction alongside traditional machine learning classifiers like Support Vector Machines 

(SVM) and Random Forest. This combination enhances tumor detection performance. Furthermore, integrating both manually crafted features (e.g., texture, shape, 

intensity) and features extracted automatically has been proven to improve diagnostic precision. 

This study introduces a deep learning-based framework aimed at the detection, segmentation, and classification of brain tumors in MRI scans, seeking to tackle one 

of the most pressing challenges in contemporary medical imaging. 

Keywords: Brain tumor detection, Automated Diagnosis, Convolutional Neural Networks (CNNs), Hybrid deep learning, Tools, Support Vector 

Machines (SVM), Random Forest, Brain glioma classification, Tumor segmentation,RestNet-5.MRI Scans 

I. Introduction 

The brain functions as a crucial component of the Central Nervous System (CNS), tasked with overseeing a variety of physiological and cognitive 

functions, such as thinking, emotions, sensory experiences, motor skills, sight, and breathing. Brain tumors arise from unchecked cell growth that occurs 

either in the brain or other parts of the CNS, often resulting in functional disruptions. Whether a tumor is classified as malignant or benign largely depends 

on the speed of cell proliferation. 

Benign, or non-cancerous, brain tumors grow more slowly and do not invade adjacent tissues. In contrast, malignant brain tumors are noted for their rapid 

growth and their ability to spread into nearby healthy tissues. The rising incidence of brain tumors has become a significant public health issue in India, 

with approximately 40,000 to 50,000 new cases identified each year. Remarkably, around 20% of these cases are seen in children. The occurrence of 

CNS tumors in India is estimated at 5 to 10 cases per 100,000 people, influenced by elements such as genetic factors, environmental influences, and 

lifestyle choices. Brain tumors account for roughly 1.6% of all cancer cases in the country. Epidemiological statistics reveal a higher occurrence in males, 

with a male-to-female ratio of about 2.1:1. The age group most commonly impacted is between 31 and 40 years, which represents nearly 23% of reported 

cases. 

In adults, meningiomas (28%) and glioblastomas (25%) rank as the most commonly diagnosed types of tumors. Conversely, pediatric patients primarily 

exhibit gliomas, which account for around 46.3% of childhood brain tumors. Recent studies have shown significant variability among tumor subtypes 

such as gliomas, meningiomas, and other malignancies, presenting substantial challenges for accurate diagnosis. This variability highlights the urgent 

demand for advanced computational tools to enhance diagnostic accuracy and assist radiologists in making clinical decisions. 

Recent advancements in artificial intelligence, especially in deep learning and machine learning, have spurred innovation in various fields, with medical 

image analysis being a prominent area of growth. Within this framework, automating the processes of brain tumor segmentation and classification has 
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become an essential research focus, promising to greatly improve both diagnostic accuracy and treatment results. The current study utilizes the Kaggle 

Brain Tumor MRI Dataset, which includes a total of 7,023 labeled MRI images categorized into three main tumor types: glioma, meningioma, and 

pituitary tumors. 

II. Literature Review: AI Recommendation Algorithms in Education Settings 

Recent developments in machine learning (ML) and deep learning (DL) have greatly improved the identification and categorization of brain tumors, 

especially through automated extraction of features from Magnetic Resonance Imaging (MRI) scans. These advances have transformed medical image 

analysis by offering diagnostic tools that are both more accurate and efficient. 

Abd-Ellah Mohammed K. et al. (2018), a notable researcher associated with Al-Azhar University, performed a comprehensive review of the techniques 

utilized in brain MRI diagnosis. The study thoroughly evaluated both conventional machine learning and modern deep learning methods, assessing their 

respective strengths and weaknesses concerning brain tumor detection. 

In a significant publication, Badža et al. (2020) created a deep learning model for classifying glioma, meningioma, and pituitary tumors using a 

Convolutional Neural Network (CNN). Their architecture featured an input layer, two "A" blocks, two "B" blocks, a classification block, and an output 

layer, resulting in a network with 22 layers. The model was tested using k-fold cross-validation and achieved a peak accuracy of 96.56% with tenfold 

validation. The dataset comprised 3,064 T1-weighted contrast-enhanced MRI images obtained from Nanfang Hospital, the General Hospital, and Tianjin 

Medical University in China. 

Phaye S. S., Sikka A., Dhall A., and Bathula D. (2018) introduced two innovative architectures—DCNet (Deep Capsule Network) and DCNet++ (Diverse 

Capsule Networks)—aimed at enhancing brain tumor classification. DCNet was designed with a deep convolutional structure to capture highly distinctive 

features, while DCNet++ expanded upon this by integrating a hierarchical capsule-based design to more effectively manage complex data patterns. Their 

research utilized a dataset of 3,064 MRI images collected from 233 patients diagnosed with glioma, meningioma, or pituitary tumors, intentionally 

omitting healthy subjects to concentrate on tumor classification. To optimize the performance of DCNet, the researchers reduced the original eight 

convolutional layers to four, with each containing 16 kernels, and applied eightfold cross-validation during the training process. The DCNet model 

reached a classification accuracy of 93.04%, while the DCNet++ model surpassed it with an accuracy of 95.03%, showcasing the effectiveness of capsule 

networks in brain tumor analysis. 

Somasundaram S. and Gobinath R. et al. (2018) examined several techniques for identifying brain tumors using MRI scans, focusing on the use of 3D 

Convolutional Neural Networks, Support Vector Machines (SVM), and multi-class SVM classifiers. Their work underscored the higher efficacy of deep 

learning techniques, particularly CNNs, in tumor detection and segmentation, as they exceeded traditional machine learning methods in both accuracy 

and dependability. 

In a more recent investigation, G. Kumar, P. Kumar, and D. Kumar (2021) reviewed a variety of machine learning and deep learning algorithms for 

detecting and segmenting brain tumors. The techniques analyzed included SVM, k-nearest neighbors (KNN), multilayer perceptrons (MLP), Naïve Bayes, 

and Random Forest classifiers. Among traditional approaches, the SVM classifier achieved the best accuracy at 92.4%. Additionally, the authors presented 

a custom five-layer CNN architecture for MRI-based brain tumor detection, which accomplished an impressive accuracy of 97.2%, further highlighting 

the potential of deep learning in clinical diagnostics. 

III. Methodology 

Research Design 

The suggested research framework aims to utilize machine learning and deep learning techniques to improve the precision of brain tumor identification. 

A carefully selected collection of brain MRI images undergoes a thorough preprocessing process, which includes normalization and augmentation, in 

order to enhance the generalizability and performance of the model. Convolutional Neural Networks (CNNs) are utilized for the automated extraction of 

features and for classification duties. To assess the effectiveness of the proposed models, standard metrics like accuracy, sensitivity, and specificity are 

calculated. Cross-validation methods are applied to mitigate the likelihood of overfitting, and comparative studies are carried out against conventional 

classification methods to highlight the efficacy and advantages of the deep learning models. 

Tools Used 

A variety of tools and technologies were employed throughout the progression of this research. The main tools included: 

• Python: Used as the primary programming language for data preprocessing, manipulation, and model development, leveraging key libraries 

like NumPy, Pandas, and Matplotlib. 

• TensorFlow/Keras: Applied for constructing, training, and validating CNN-based deep learning models aimed at classifying brain tumors 

through MRI scans. 

• React.js, HTML, and CSS: Used to create a user-friendly and interactive interface, allowing users to upload MRI images and view 

classification results. 
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Dataset Description 

The Brain Tumor MRI Dataset comprises 7,023 MRI images that are classified into three categories of tumors: gliomas, known for their ability to invade 

the brain or spinal cord; meningiomas, which develop in the protective layers surrounding the brain and spinal cord; and pituitary tumors that can affect 

hormone levels and neurological functions. The dataset is organized into distinct folders for each type of tumor, making processing and management 

simpler. The grayscale images vary in resolution, size, and contrast, reflecting the diverse characteristics present in real MRI scans, and these images are 

commonly used for training deep learning models designed for the detection, classification, and segmentation of brain tumors. Additionally, the dataset 

includes MRI scans of healthy brains without tumors, which enhances multi-class classification (distinguishing between the different tumor types) and 

boosts overall efficiency. 

Data Processing 

Once the dataset is acquired, the images undergo several preprocessing steps to make them more suitable for training the model. This phase includes: 

• Image Enhancement: Methods such as histogram equalization, Gaussian and median filtering, and contrast adjustment are utilized to 

improve the visual appearance. 

• Resizing: All images are resized to a consistent dimension to maintain uniformity throughout the dataset. 

• Normalization: Each image is transformed into a two-dimensional array and normalized to ensure that pixel values are within the range of 

[0, 1], which helps achieve faster and more stable model convergence. 

Model Training 

In this stage, deep learning models are trained on the prepared dataset. The models aim to reduce classification errors by utilizing optimization methods 

such as backpropagation. Important hyperparameters, like learning rate and batch size, are methodically adjusted using the validation set to improve 

model performance and avoid overfitting. 

Model Evaluation 

Ultimately, we carried out Model Evaluation to assess the performance of the trained Model on the test dataset. We utilized metrics like accuracy, 

precision, recall, F1-score, and ROC-AUC [2]. The F1-score provides a balance between precision and recall. The ROC-AUC score measures the model’s 

capability to differentiate clearly between various tumor types. 

IV. Algorithms Used 

Algorithms Used 

Convolutional Neural Networks (CNNs)   

Convolutional Neural Networks (CNNs) are a category of deep learning models built to handle and interpret data with a grid-like structure, such as 

images. A CNN functions through a multi-layered framework that autonomously identifies and extracts hierarchical features from pixel arrays. The 

fundamental computational component of CNNs is the convolutional layer, which plays a crucial role in capturing spatial relationships and patterns within 

the data. 

In this study, the CNN architecture was refined by methodically examining different hyperparameter settings. This optimization was performed using 

Keras Tuner, which utilizes random search techniques to discover the most effective combination of model parameters. 

CNNs improve feature representation by combining convolutional operations with activation functions and pooling techniques, transforming high-

dimensional image data into low-dimensional feature maps. This enhances the model's capacity to learn complex patterns with minimal manual effort. 

Feature extraction in CNNs occurs in a hierarchical manner: 

• The initial layers concentrate on recognizing basic visual components such as edges, lines, and corners. 

• The middle layers identify textures and localized patterns. 

• The deeper layers capture advanced semantic features that are closely related to tumor-specific attributes. 

This structured feature abstraction empowers CNNs to exceed traditional manual feature engineering methods. While manual approaches necessitate 

domain expertise to specify tumor features like shape, size, texture (frequently assessed with methods such as the Gray Level Co-occurrence Matrix 

[GLCM]), and intensity, they can be labor-intensive and prone to subjective bias. In contrast, CNNs provide an automated, scalable, and adaptable 

solution that significantly lessens human involvement and enhances the model's ability to generalize across diverse datasets. 

Machine Learning Classifiers   

Machine learning classifiers are essential in enhancing feature selection and classification accuracy by effectively pinpointing and ranking the most 

informative features within a dataset. Unlike CNNs, which independently extract hierarchical features from raw data, classifiers such as Support Vector 
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Machines (SVMs), Random Forests, and Decision Trees are often used as complementary tools to sharpen classification boundaries and boost model 

performance—particularly in situations involving limited or imbalanced datasets. 

The combination of machine learning classifiers with deep learning frameworks gives rise to hybrid models. In these setups, CNNs primarily function as 

feature extractors, producing strong, high-dimensional feature vectors that are then fed to machine learning classifiers for the final decision-making 

process. This dual-layered strategy harnesses the strengths of both methodologies—specifically, the representational capabilities of CNNs and the 

discriminative proficiency of classical classifiers. 

In medical imaging applications such as the detection of brain tumors, this hybrid model is especially advantageous. It not only improves prediction 

accuracy and model robustness but also addresses issues related to overfitting in deep learning and the feature limitations of traditional machine learning. 

Additionally, domain-specific preprocessing methods—such as denoising, histogram equalization, and normalization—are integrated into the workflow 

to enhance image quality and facilitate more accurate classification. 

Transfer learning further strengthens hybrid models by allowing the adaptation of pre-trained CNNs, which are fine-tuned on domain-specific MRI 

datasets. This method accelerates model convergence and enhances generalization. 

For clinical applicability, the interpretability of hybrid models is vital. Techniques for visualization, such as Grad-CAM (Gradient-weighted Class 

Activation Mapping) and SHAP (SHapley Additive exPlanations), provide explainable outcomes, enabling medical professionals to comprehend and 

trust the model’s judgments. Such transparency promotes smoother integration of artificial intelligence tools within clinical practices and bolsters 

diagnostic reliability. 

V. Results 

The Results section outlines the outcomes derived from the proposed framework for brain tumor detection, emphasizing its effectiveness in accurately 

classifying and segmenting MRI scans. The findings demonstrate the robustness of the hybrid approach, which integrates convolutional neural networks 

(CNNs) with computer vision techniques, in supporting radiologists with precise tumor identification and classification. 

Train And Val Plots : 

 

Fig. 1. Model Training Histor 

The image displays a graph illustrating the training history of the model, highlighting the variations in both accuracy and loss across multiple training 

epochs. The green line represents the model’s accuracy, which exhibits a consistent upward trajectory, approaching a value close to 1.0—an indication 

of improved learning and performance over time. Conversely, the red line denotes the loss, which shows a steady decline, reflecting the model’s increasing 

ability to minimize prediction errors during training. 

Key observations include: 

1. The model begins with an initial accuracy of approximately 0.82, which gradually increases as the number of epochs progresses. This trend 

indicates that the model's performance improves incrementally with continued training. 

2. The loss value decreases from around 0.45 to significantly lower levels, demonstrating effective optimization. 

3. The overall training pattern is stable, with no major fluctuations, suggesting that the model is learning efficiently. 

4. The graph does not exhibit signs of overfitting; however, evaluating the model’s performance on a validation set is essential for definitive 

confirmation. 

TABLE 1. Model Classification Report 
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Confusion Matrix : 

 

Fig. 2. Confusion Matrix for the model 

The confusion matrix effectively demonstrates the model’s capability in accurately classifying various types of brain tumors as well as distinguishing 

non-tumorous cases. The high values along the diagonal signify strong overall classification performance. Specifically, the model correctly identified 404 

non-tumor cases, 294 pituitary tumors, 269 gliomas, and 277 meningiomas, underscoring its reliability in these categories. 

Key insights derived from the matrix include: 

1. The confusion matrix evaluates model predictions across four classes: pituitary tumors, gliomas, non-tumor cases, and meningiomas. 

2. The highest classification accuracies are observed in the non-tumor (404 correct predictions) and pituitary tumor (294 correct predictions) 

categories. 

3. Misclassifications are more prominent between gliomas and meningiomas. The model misclassified gliomas as meningiomas in 16 instances, 

and vice versa in 18 cases, indicating overlapping characteristics between the two. 

4. The model exhibits exceptional performance in identifying non-tumorous cases, with minimal misclassification, highlighting its potential in 

screening applications. 

5. Further improvements are necessary to enhance the model’s discriminatory power between gliomas and meningiomas, as their similar imaging 

features continue to challenge accurate classification. 

ROC Curve : 
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Fig. 3. ROC Curve 

The Receiver Operating Characteristic (ROC) curve effectively demonstrates the model's ability to differentiate among the four unique classes, 

emphasizing the connection between the true positive rate (sensitivity) and the false positive rate (1 - specificity). Each curve is associated with a specific 

classification category, and the area under the curve (AUC) acts as an indicator of the model's discriminative capacity. 

• Green Line (Class 0): Depicts the model's effectiveness in identifying instances from Class 0, achieving an AUC of 1.00. This signifies 

perfect classification with no trade-off between sensitivity and specificity. 

• Red Line (Class 3): Represents Class 3 and shows an AUC of 0.99. Although slightly less than the other classes, it still demonstrates 

near-perfect classification performance, with only a slight decrease in precision. 

Key insights derived from the ROC analysis include: 

1. The AUC values for Class 0, Class 1, and Class 2 all stand at 1.00, indicating flawless classification ability in these categories with no 

noted misclassifications. 

2. Class 3 has an AUC of 0.99, reflecting very high classification accuracy, although the slight drop may indicate the occurrence of a few 

misclassifications. 

3. The closeness of all ROC curves to the top-left corner of the graph highlights the model's strong performance in correctly distinguishing 

between tumor and non-tumor instances, as well as among different tumor subtypes. 

4. In summary, the nearly perfect shape of the curves indicates that the model maintains high sensitivity and specificity across all classes, 

affirming its strength and dependability in multi-class brain tumor classification tasks. 

VI. Future Scope And Conclusion 

The automated identification of brain tumors is crucial for enhancing computer-assisted diagnostic efforts, especially for patients with gliomas. This 

research presents a hybrid model aimed at improving the efficiency and precision of current segmentation methods. By merging convolutional neural 

networks (CNNs) with advanced computer vision techniques, the proposed deep learning framework exhibits significant reliability in analyzing magnetic 

resonance imaging (MRI) scans. Performance assessments utilizing the confusion matrix indicate strong classification performance across various tumor 

types, with few misclassification occurrences. Furthermore, Receiver Operating Characteristic (ROC) curves and their corresponding Area Under the 

Curve (AUC) scores further validate the model's strong capacity to distinguish between classes. 

These results highlight the game-changing potential of AI-driven diagnostic tools in medical imaging, especially in reducing human errors and assisting 

radiologists in the prompt and accurate identification of brain tumors. 

Looking forward, numerous paths exist to further boost the model's effectiveness. Incorporating advanced feature extraction methods—such as attention 

mechanisms or multi-scale analysis—could enhance the model's sensitivity to subtle and complex tumor features. Augmenting the dataset with a variety 

of imaging modalities and addressing class imbalance through augmentation techniques will also promote increased generalizability and reliability. 
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Additionally, implementing explainable AI frameworks can provide deeper insights into the model's reasoning, thus enhancing transparency and trust, 

which are vital for clinical application. 

In summary, this study marks a noteworthy progression toward creating automated systems that accurately and efficiently detect brain tumors. While the 

initial results are encouraging, continuous advancements in data preprocessing, model optimization, and real-time implementation are essential for 

successful clinical integration, ultimately aiding in earlier diagnoses and better patient outcomes. 

VII. Limitation and ethical consideration 

Although machine learning and deep learning show great promise in brain tumor identification, there are various limitations to consider that may influence 

the effectiveness and dependability of these systems in real-life clinical scenarios. 

One major limitation relates to the reliance on the quality, variety, and quantity of the datasets used for training and assessment. Numerous publicly 

accessible brain MRI datasets, while beneficial for model development, may not adequately represent the full range of tumor types, patient demographics, 

imaging techniques, or scanner configurations encountered in clinical settings. This lack of diversity can result in models that are biased or overly tailored 

to particular data distributions, thus diminishing their general applicability. In particular, rare or unusual tumors and underrepresented demographics may 

be misidentified, potentially affecting diagnostic results. 

Moreover, the computational demands linked to training deep learning models are considerable. Often, high-performance GPUs and large memory 

resources are required, which can pose a challenge for deploying such models in resource-constrained environments like rural hospitals or small diagnostic 

facilities. Additionally, conducting real-time inference on substantial medical images may cause latency issues, making it difficult to integrate them into 

fast-paced clinical workflows. 

Another significant limitation is how interpretable deep learning models are. These systems frequently operate as "black boxes," offering minimal insight 

into the rationale behind their predictions. In medicine, this lack of clarity can impede trust and acceptance among healthcare professionals, who need 

clear explanations for their diagnostic choices. While tools like Grad-CAM and SHAP provide some understanding of model workings, they are not yet 

universally implemented or entirely comprehended, which hinders their effectiveness in critical clinical situations. 

Overfitting poses another technical challenge, especially when models are trained on relatively small datasets. Despite employing data augmentation and 

cross-validation, there is still a risk that the model may learn irrelevant correlations that do not apply to new data. This can lead to erroneous or inconsistent 

predictions when the model is used in environments beyond the training set. 

From an ethical perspective, several issues come into play. Ensuring fairness in predictions is essential. If the training data does not adequately reflect a 

broad array of patient profiles, the resulting model may perpetuate or exacerbate existing healthcare inequalities. Ethical considerations also involve the 

security and privacy of sensitive patient information. It is crucial to implement effective anonymization strategies and adhere to healthcare data regulations 

such as HIPAA or GDPR throughout both development and deployment processes. 

An additional significant ethical issue is the risk of becoming overly dependent on automated systems. While machine learning models can enhance 

diagnostic efficiency, they should not substitute for expert clinical judgment. Instead, they ought to serve as decision-support tools. Finding a balance 

between automation and human oversight is crucial for maintaining safe clinical practices. 

In conclusion, despite the exciting possibilities that machine learning offers in brain tumor detection, it is vital to address these limitations and ethical 

issues to ensure responsible implementation. Future research should emphasize model interpretability, dataset diversity, computational efficiency, and 

ethical compliance to guarantee that AI-driven diagnostic systems are safe, equitable, and reliable in actual healthcare settings. 
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