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ABSTRACT :-  

Sentiment analysis, a crucial application of Natural Language Processing (NLP), has traditionally relied on large, computationally intensive models to achieve high 

accuracy. However, these models, such as BERT, pose significant challenges for real-time applications on resource-constrained devices, including mobile phones, 

IoT sensors, and edge computing platforms. This research explores the development and evaluation of lightweight sentiment analysis models, including DistilBERT, 

MobileBERT, and TinyBERT, which offer significant reductions in model size, latency, and energy consumption while maintaining competitive accuracy. 

The study evaluates these lightweight models against traditional models across various datasets and performance metrics such as accuracy, inference time, and 

energy efficiency. Results demonstrate that lightweight models can deliver near real-time performance, achieving up to 20x faster inference speeds and 50% lower 

power consumption without compromising much accuracy. The research also highlights practical applications of these models in domains such as customer service, 

social media monitoring, and market research, where low latency and scalability are critical. 

This work contributes to advancing edge AI by demonstrating how lightweight sentiment analyzers can bridge the gap between computational efficiency and 

practical deployment in real-world scenarios. Future research directions include improving domain adaptability, enhancing contextual understanding, and 

integrating advanced compression techniques. By addressing the limitations of traditional sentiment analysis models, this study paves the way for accessible and 

scalable AI solutions across diverse industries.. 

Index Terms - Sentiment analysis, lightweight models, edge AI, DistilBERT, real-time NLP. 

1. INTRODUCTION 

opinion mining is popularly called sentiment analysis. Sentiment analysis can be said to be a basic application of Natural Language Processing, or NLP. 

The general idea of sentiment analysis is the process of extracting and extracting subjective information from text data with a purpose to figure out 

whether the sentiment was positive, negative, or neutral. With this capability, it has increasingly become relevant in the digital communication world. 

Social media, online reviews, and customer feedback today can provide very good insights into public opinion through user-generated content.Traditional 

sentiment analysis models face notable challenges due to their dependence on intricate and resource-intensive algorithms. These conventional approaches 

demand significant hardware resources and prolonged processing times, rendering them impractical for applications requiring immediate results on 

devices with limited capabilities. This issue is especially acute in mobile platforms, Internet of Things networks, and edge computing settings, where 

both computational power and energy efficiency are at a premium. To address these constraints, innovative lightweight sentiment analyzers have emerged. 

These new methods strike a balance between efficient computation and high accuracy, enabling prompt sentiment evaluation even in contexts where 

older models fall short. Strategies like model compression, refined architectures, and edge AI are fundamentally transforming the sentiment analysis field. 

1.1 Significance  of  Sentiment Analysis 

Sentiment analysis plays a pivotal role across various sectors, including business intelligence, public health, politics, and entertainment. Organizations 

rely on it to gauge customer opinions about products and services, assess market dynamics, and manage their brand reputation. Similarly, governments 

and other bodies use sentiment insights to capture public mood regarding policies or current social issues. For all these applications, rapid and precise 

analysis is critical for informed decision-making. 

While models like BERT and GPT have established high standards for accuracy in sentiment analysis, their heavy resource demands limit their use in 

settings with constrained computational capacity. This demands lightweight sentiment analyzers that could mimic the same accuracy with even less 

resource consumption. 

http://www.ijrpr.com/
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1.2 Motivations for Lightweight Sentiment Analysis 

The demand for lightweight sentiment analysis is threefold: 

1. Real-Time Requirements: Most applications in social media monitoring and customer service require instant feedback as well as automated 

moderation. System latency causes problems with such decision-making and user experience. 

2. Resource Constraints: Many resources, including mobile phones and sensor nodes of the Internet of Things, have severe limits on processing 

power, memory capacity, and energy consumption; traditional models are often simply too resource-intensive for the environment. 

3. Scalability: Lightweight models are scalable, and they can be deployed on different devices and environments without the requirement of 

expensive hardware upgrades. 

For example, customer service chatbots are highly benefited from lightweight sentiment analyzers. They can interpret user emotions very quickly and 

adapt their responses, which enhances customer satisfaction without overloading the system. 

1.3 Objectives of This Paper 

This paper addresses the following objectives: 

1. Challenges in Analyzing: Limitations of Conventional Models Conventional models applied for sentiment analysis are inefficient in real-time and 

resource-constrained environments. 

2. Present Light-Weight Solutions: Present the latest models that may be taken into consideration for lightweight sentiment analysis. The models 

must be evaluated based on their efficiency and applicability. Empirical evaluation of lightweight models in terms of accuracy, latency, and resource 

usage. 

3. Explore Real-World Applications: Discuss practical use cases of lightweight sentiment analyzers in customer support, social media monitoring, 

and public sentiment tracking. 

4. Discuss Future Prospects: Discuss future directions to improve lightweight models, such as advancements in transfer learning, edge AI, and 

scalability. 

1.4  Key Advances in Lightweight Models 

Lightweight sentiment analyzers achieve efficiency through several innovative approaches: 

 

1. Model Compression Techniques like pruning and quantization reduce the size and complexity of models but retain their performance. For instance, 

the compressed variant of BERT is called DistilBERT, which maintains 97% of the performance but with a 40% size reduction. 

2. Optimized Architectures MobileBERT and TinyBERT are built to function on mobile and embedded devices; these are very efficient though with 

reduced accuracy compared to the baseline. 

3. Edge Computing: These models cut down latency and enhance data privacy by processing data locally on devices rather than relying on cloud 

servers. 

4. Fine-Tuning: Lightweight models can be fine-tuned for specific domains such as analyzing product reviews or detecting political sentiment. Such 

models ensure high accuracy in various contexts. 

1.5 Real-Time Sentiment Analysis and Its Challenges 

Real-time sentiment analysis is challenging because of the following reasons: 

1. Volume of Data: Social media applications produce large amounts of user-created content, which must be processed and understood in real time 

by the systems. 

2. Latency issues: Latent models introduce latency in producing insights that could sometimes have deleterious impacts for domains like financial 

trading and crisis management 

3. Domain Adaptability: As emotions are presented differently in various cultures and domains, models of sentiment analysis have to be domain 

adaptable across different cultures and languages. 

Lightweight sentiment analyzers overcome these challenges with efficient algorithms and scalable architectures. For example, a lightweight model in a 

social media monitoring tool might process posts from users in milliseconds, thus allowing brands to have real-time feedback on the public opinion. 
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1.6  Benefits of Lightweight Sentiment Analyzers 

1. Efficiency: These models have lower computational requirements and are suitable for deployment on edge devices and mobile platforms. 

2. Low Latency: It gives real-time performance so that instantaneous feedback is achieved, which is very important for those applications sensitive 

to time. 

3. Energy Efficiency: Optimized versions consume much less energy; hence they are ideal for the battery-driven systems. 

4. Scalability: Light in weight, these models easily fit into microservices architectures and hence can be deployed on any variety of systems at any 

scale. 

It does a comprehensive study on the lightweight sentiment analyzers. This paper contributes to NLP and sentiment analysis as well as analyzes the 

performance in comparison with the traditional models of lightweight sentiment analyzers while finding the usability of lightweight analyzers in real-

world scenarios. Furthermore, this paper provides its technical advances, which could be driving this technology, and gives insight into what that may 

mean for the development of AI and machine learning.  

2. METHODS  

2.1 Research Question and Problem Definition 

The focus of this research issue is the low computation efficiency aspect that classical models of sentiment analysis suffer when deployed in the field, 

particularly on resource-constrained platforms such as mobile, IoT nodes, and edge systems. Sentiment analysis is one of the most widely covered areas 

in NLP in detection and categorization of the emotional tone reflected in textual data. Systems like customer service chatbots, social media monitoring 

software, and market research need real-time sentiment analysis operations that have minimal latency. Simultaneously, models that are ordinary, such as 

full-scale BERT or GPT, although being very accurate, leave large footprints in the memory and consume a lot of computation resources. These make 

them unsuitable for deployment on edge devices due to the constraints on computational power, memory, and energy. 

This paper answers the question: How do these lightweight sentiment analysis models find the time to deploy real time with preserved accuracy in the 

low computational environment? We answer this using the current advanced lightweight model architectures, namely, the DistilBERT and MobileBERT 

along with more complex methods of model compression, pruning, quantization, and fine-tuning. This paper will discuss the design of a methodology 

that effectively enables the deployment of sentiment analysis systems for real-world usage characterized by low latency, reduced energy consumption, 

and system scaling. 

2.2 Overview of the Methods Used 

The research methodology is divided into several steps to methodically address the problem. These are data preparation, model selection, model 

compression techniques, fine-tuning, evaluation, and considerations for deployment. Methods are designed in a way so that the lightweight sentiment 

analysis model balances efficiency with accuracy and is practical for most applications. 

2.2.1 Data Collection and Preprocessing 

Any NLP-based research begins with data. In the context of sentiment analysis, one needs datasets that portray users' opinions, reviews, or feedback. 

Datasets that were applied in this research are as follows: 

1. Publicly available social media datasets: These are datasets, such as Twitter Sentiment Analysis and Sentiment140. These are short-form 

user-generated text with labeled sentiment categories. 

2. Product Review Datasets: Product review information from Amazon and Movie Reviews by IMDB provided much available text data that 

had enough data for sentiment classification. Datasets are very applicable in judging the performance of a model regarding longer, structured 

reviews. 

3. Customer Feedback: Among the open datasets was testing real-world customer service, those on customer support interactions also 

participated for adaptability. 

The raw textual information underwent the following preprocessing stages to achieve consistency and quality. 

• Tokenization: Text was tokenized into subwords using pre-trained tokenizer vocabularies for Transformer models. In lightweight models 

such as DistilBERT, tokenization is very crucial because it minimizes the size of the input and computational overhead. 

• Stopword Removal: Stopwords or common words ("the," "is," "a") were removed to remove noise in text data but not affecting performance 

in the sentiment classification task. 
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• Lemmatization: Used the term lemmatization that was involved in making the text normal. Words are converted into their base forms, like 

"running" → "run." So, input representations are normalized. 

• Handling Special Characters and URLs: Social media posts, tweets, etc are usually stuffed with special symbols, URLs, or hashtags. The 

said components have either been removed or converted to a consistent token format. 

• Padding and Truncation: Sequences were padded to the maximum token length and truncated in order to maintain the same input size. 

This pipeline of preprocessing cleaned the input data, kept it consistent, and made it efficient to be used in lightweight sentiment models. 

2.2.2 Model Selection and Architecture 

The models that are used in this paper are selected based on the computation expense and still can provide good performances. The two pre-trained 

lightweight architectures used are below: 

DistilBERT: 

o DistilBERT is much smaller, faster, and more efficient than BERT. It has 40% fewer parameters but about 97% of the performance 

of the original BERT model. 

o Knowledge Distillation. Trains small "student" model which resembles in its behavior a significantly bigger and stronger "teacher" 

one such as BERT with lower processing devices. 

MobileBERT: 

o Optimization is done for mobile Edge Computing. It has got the thinner and deeper design when compared to the ordinary BERT 

but with much computation-efficient bottleneck layers. 

o MobileBERT applies model compression techniques in reducing the size and accelerating inference, which fits it best for mobile 

and embedded applications. 

Both models were then fine-tuned on preprocessed sentiment datasets so as to adapt to the very specific task of sentiment classification. Fine-tuning will 

let these models update the parameters and learn the specifics of the particular task employing the available labeled data that relies on their pre-trained 

knowledge. 

2.2.3 Model Compression Techniques 

Further to optimizing the models for their deployment in real-world applications, several model compression techniques have been applied: 

Pruning: 

o It involved the removal of redundant or lesser importance of weight from the neural network thus having a model size reduction 

altogether. In the case of Transformer-based models, attention heads and feedforward layers that had minimal contribution were 

marked using structed techniques followed by an elimination. 

o This smaller footprint yet did not alter much accuracy. 

Quantization: 

o Quantization compresses model weights from a 32-bit floating-point representation to 8-bit integers. Such compression reduces 

memory usage dramatically and accelerates inference, making it very suitable for edge devices. To avoid losing much accuracy 

due to lower precision, post-training quantization was applied after fine-tuning. 

Knowledge Distillation: 

o Knowledge distillation was applied in the transfer of knowledge from a larger, more complex model referred to as the teacher 

model to a smaller, lightweight model referred to as the student model. In fact, DistilBERT itself is the fruit of knowledge 

distillation and subsequent distillation training through the use of fine-tuned teacher models. 

All of these compressions result in compact, fast, and highly efficient models for the application in real-time sentiment analysis in constrained 

environments. 

2.2.4 Fine-Tuning and Training : 

These fine-tuning and training for lightweight sentiment analysis models, especially on DistilBERT and MobileBERT, were performed with an eye 

toward performance optimization but efficiency, especially when applied on resource-constrained devices. Key here is the reduction in the size of 
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these mainly large, computationally extensive pre-trained models to enable real-time applications in the sentiment analysis task on processing-power 

and memory-limited devices. 

Dataset Splitting 

• The training set comprised 80% of the total dataset, and both validation and testing sets comprised 10% each. 

• This percentage division was necessary concerning data usage, so that most data should be available for training the model and smaller portions 

left for validation and testing on the performance of the model. 

• Most importantly, it helped in tuning the hyperparameters of the model like the learning rate so that there was minimal chance of overfitting 

and ensured proper generalization of the model on new, unseen data. 

Loss Function 

• Since the sentiment analysis is a multi-class classification problem with classes like "positive," "negative," and "neutral," the cross-entropy 

loss function was used. 

• The cross-entropy loss function is the appropriate choice for multi-class classification since it penalizes the model at every instance where its 

predicted probabilities are significantly different from the actual class labels. 

• This would drive the model's predictions closer to the actual sentiment labels. 

Optimizer 

• Adam optimizer was used for efficient update of the weights in the model. 

• Adam is particularly effective when used for fine-tuning pre-trained models such as DistilBERT and MobileBERT since it adapts the learning 

rate for each parameter and handles sparse gradients well. 

• Weight decay was also applied during training to regularize the model. Weight decay is a type of regularization, which helps avoid overfitting 

by preventing large values of weights that can result in a complex model, which does not generalize well on new data. 

Learning Rate Scheduling 

• Early versions were regularized by employing a warm-up learning rate schedule; thus, the learning rate is small at first and gradually 

increases during the early iterations. 

• This will make sure that the model is not subjected to large weight updates that may destabilize the learning process, especially since fine-

tuning on a new task, like sentiment analysis, is sensitive. 

Batch Size and Epochs 

• In performing the task, the batch size applied at training time was between 16 and 32 samples, owing to the size of the dataset and availability 

of the computational capacity. 

• It is also due to the reason that having a small batch results in lesser memory consumption, which is also very important in terms of fine-

tuning it very effectively even on low-capacity devices. 

• Epochs in the training of the model had been between 5 to 10. 

• In this process, it was actually using early stopping based on the performance in validation. 

• That number of epochs had been enough for fine-tuning the model without overfitting so that there would not be an imbalance between 

underfitting and overfitting. 

Checkpointing and Monitoring Loss on Validation Set 

• Often done as a frequent checkpoint, preventing loss of work in the training process, frequent stopping has also decreased chances of 

overfitting as that enables resumption of the training from the last checkpoint saved when needed. 

• Second, the validation loss was constantly tracked to avoid overfitting of the model. 

• For instance, using the hyperparameter like learning rate or dropout as tuned by the validation loss helped guarantee that the network 

generalized so well about the data it had never seen at all in the test. 

2.2.5 Evaluation Metrics  

The proposed models were tested with several evaluation metrics, which not only consider the accuracy of the predicted sentiment but also efficiency in 

real-time deployment and memory, as well as energy consumption, very important to the analysis of sentiments on edge devices. 
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Accuracy 

• Accuracy metric is actually the most important measure to know how well the model could be classifying the sentiment. 

• It calculates what percent of correct predictions that a model is doing. 

• In case of class imbalance—for example, more reviews have been positive than the others—then accuracy would solely not depict the whole 

story, so additional metrics were also employed there. 

Precision, Recall, and F1-Score 

• The other two important metrics are precision and precision over imbalanced datasets. 

• Generally, most of the time in sentiment analysis, a dataset gets imbalanced. 

• Precision is a measure that reports how many positive predictions have been made accurately by the model in terms of the number of correct 

predictions. That's really important if a cost to false positives should be quite low—for neutral or negative reviews, for example. 

• Recall counts the percentage of how well the model is able to classify the right actual positive sentiment samples. This is very crucial in those 

scenarios where a false positive that was not recognized will yield precious understanding. 

• F1-score calculates the harmonic mean of the precision and recall scores. These scores are meant to give a balance in the number of false 

positives and false negatives between possibilities in cases where the instances from the classes are imbalanced. 

Latency-Inference Time 

• Latency is the number of instances it takes a model for making a prediction with that input. 

• A good sense of low latency has come to be important with live updates in real-time, especially required on mobile devices that are needed 

to execute much quickly to respond. 

• The approach also aimed at following this metric quite scrupulously so that a user who is using the model for practical applications in order 

like live customer support systems, real-time social media sentiment tracking wouldn’t take forever. 

Memory Usage 

• Since models were designed with an emphasis on lightweight sentiment analysis, the last measure of performance is the memory usage. 

• This would give a count of the actual memory used by a model during inference. 

• In that regard, deployment on devices such as smartphones or Internet-of-Things gadgets means it is required to consume less than what a 

particular device's edge may be able to afford. 

• Light models like DistilBERT and MobileBERT are selected because the former consumes much less memory, hence the reduced footprint 

compared to BERT. 

Energy Consumption 

• Energy consumption was estimated in order to check whether it is possible to deploy this model at an edge without draining a device's power. 

• In making estimates, tools like PyTorch Profiler and TensorFlow Lite Profiler were employed for the model's energy usage estimation. 

• Mostly, in the mobile and the edge device, the principal factor is that making sustainability possible over time calls for optimizing the energy 

efficiency. 

2.2.6 Deployment Strategy 

All the light versions of the models like DistilBERT and MobileBERT deployment was done by putting great emphasis on the aspect of scalability, 

real-time, as well as on minimizing resource-hungry. That involved a set of strategies on how the models would scale in all possible settings from cloud 

servers to Edge devices. 

Microservice Architecture 

• They were used in a microservice architecture where it is broken into tiny independent subsystems which can each scale and maintain 

themselves independently, meaning the sentiment analysis models may be spread across many different devices or cloud instances. 

• It's also much easier with modularity in microservices to update or optimize one or another without having any effect on the entire system. 

Scalability 
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• As such, since they can offer horizontal scaling, there is easy addition of extra copies of the sentiment analysis model whenever it may be 

required; it can also support greater loads. 

• This is important since the majority of applications would scale great volumes of text information in real-time, which may include social 

media monitoring or customer feedbacks. 

• Hence architecture goes well with scaling up on demand of the sentiment analysis service without compromising its performance. 

Edge Deployment 

• Since the primary objective was the deployment of the sentiment analysis model on resource-constraint edge devices, the frameworks used 

are TensorFlow Lite and ONNX Runtime. 

• These optimize a model for inference, meaning their models can be converted in a format that would be suitable for running fast on mobile 

phones, on IoT devices, or inside embedded systems. 

• Edge deployment will ensure that the models are capable of processing data locally and therefore reduce latency, eliminating the need for 

constant communication with a central server. 

Energy and Memory Optimization 

• The models, for a deployable experience on the edge devices, involved considerable amounts of memory and **energy optimizations. 

• Like other similar tools, TensorFlow Lite makes available techniques about model quantization and pruning for reducing model size and 

computational loads. 

• All these techniques make them more light and fast along with decreased power consumption to maintain such a great performance level even 

for conducting sentiment analysis tasks. 

Real-Time Performance 

• The whole pipeline was made to run in real-time; thus, it can respond as fast as possible while conducting pre-processing, making an 

inference, and creating output. 

• This is useful in the applications like monitoring in real time the sentiment of the customers or moderating the content where responses are 

necessary. 

3. RESULTS AND DISCUSSION  

This section presents the findings from our experiments with lightweight sentiment analysis models and traditional models. The analysis includes 

performance metrics such as accuracy, precision, recall, F1-score, inference latency, model size, and energy efficiency. Further, we discuss the results in 

the context of real-world applications, limitations of the models, and the broader implications for deploying lightweight sentiment analyzers in resource-

constrained environments. 

3.1 Results 

This section synthesizes the results of our experiments, comparing lightweight sentiment analysis models like DistilBERT, MobileBERT, and 

TinyBERT with the traditional BERT model on a variety of evaluation metrics: accuracy, precision, recall, F1-score, inference latency, model size, 

and energy efficiency. We also discuss the implications of these results in real-world applications, especially in edge computing and resource-

constrained environments. This section will also point out the shortcomings of these models and their future potential to be used in production systems. 

3.1.1 Experimental Setup 

We run experiments to measure the performance of various models in two conditions: edge devices such as smartphones and Raspberry Pi 4 and high-

performance systems equipped with GPUs. Such benchmarks compare how well the lightweight model performs compared to a more traditional, heavy 

model, like BERT, along critical factors. 

 Critical Factors in the Evaluation: 

⚫ Accuracy: Which model gives the highest number of correct predictions, overall performance. 

⚫ Precision, Recall, and F1 Score: These measure how well the model can perform at both false positives and negatives with a focus on a more 

balanced approach that's much needed in tasks related to sentiment analysis. 

⚫ Latency: Measures how fast the model processes input and yields an output for inferences, something vital in many real-time applications like 

customer service or social media monitoring. 
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⚫ Model Size: The smaller the model, the easier it is to deploy on edge devices with low storage, such as smartphones, IoT devices, or Raspberry Pi 

boards. 

⚫ Energy Consumption: This is crucial for a battery-powered device. If the model consumes less energy, then the period it can operate without 

needing recharge will be increased, and this is quite crucial for mobile and IoT deployments. 

3.1.2 Accuracy and Classification Metrics 

The accuracy and other classification metrics were benchmarked across four datasets: IMDB Reviews, Twitter Sentiment140, Amazon Product 

Reviews, and a Custom Domain-Specific Dataset. 

Model Dataset Accuracy (%) Precision (%) Recall (%) F1-Score (%) 

BERT IMDB Reviews 91.2 92.1 90.3 91.2 

DistilBERT IMDB Reviews 89.5 90.5 88.1 89.3 

MobileBERT IMDB Reviews 89.8 91.0 88.7 89.8 

TinyBERT IMDB Reviews 87.8 88.5 86.2 87.3 

BERT Twitter Sentiment140 89.9 90.2 88.5 89.3 

MobileBERT Twitter Sentiment140 89.1 89.5 88.7 89.1 

TinyBERT Twitter Sentiment140 86.3 86.7 85.2 85.9 

Observation: 

The results clearly demonstrate that while lightweight models exhibit lower raw accuracy compared to BERT, the difference is marginal and may not 

justify the extra computational resources required by BERT in real-world applications. BERT achieved the highest accuracy on both IMDB Reviews and 

Twitter Sentiment140 datasets. However, this superior performance comes at a significant cost in terms of model size, inference latency, and energy 

consumption, making it impractical for deployment on edge devices, such as smartphones and IoT systems, which have limited computational power, 

storage, and battery life. 

In contrast, lightweight models like DistilBERT, MobileBERT, and TinyBERT achieve near-similar accuracy while drastically reducing the resource 

requirements. These models exhibit only a slight reduction in accuracy (approximately 1-2%), making them highly suitable for applications where 

performance and efficiency are more critical than achieving the highest possible accuracy. TinyBERT, for instance, provides excellent performance for 

its small size and maintains high accuracy, which is often sufficient for most real-time applications, where processing speed is prioritized over model size 

and deployment on resource-constrained devices. 

For live applications like mobile chatbots, analyzing social media sentiment, and monitoring IoT devices, the minor sacrifice in accuracy with lightweight 

models is a reasonable trade-off for the significant gains in speed, storage efficiency, and energy usage. This illustrates that, in practical settings, accuracy 

isn't the only priority; factors like real-time processing, storage constraints, and energy consumption are equally vital when choosing the right machine 

learning model. Lightweight models, therefore, provide an effective compromise between performance and resource efficiency for many real-world 

scenarios. 

3.1.3 Inference Delay 

Inference delay was a key metric in assessing the models, particularly for real-time applications. Tests were carried out on both smartphones and Raspberry 

Pi devices to evaluate this aspect. 

Model Device Inference Time (ms) Speed-Up Compared to BERT 

BERT Smartphone (Snapdragon 865) 200 1x 

DistilBERT Smartphone (Snapdragon 865) 15 13.3x 

MobileBERT Smartphone (Snapdragon 865) 12 16.7x 

TinyBERT Smartphone (Snapdragon 865) 10 20x 
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Model Device Inference Time (ms) Speed-Up Compared to BERT 

BERT Raspberry Pi 4 400 1x 

DistilBERT Raspberry Pi 4 30 13.3x 

MobileBERT Raspberry Pi 4 25 16x 

TinyBERT Raspberry Pi 4 20 20x 

Observation: 

In time-sensitive scenarios, low latency is crucial since swift inference directly enhances the user experience. For example, BERT registers around 200 

ms on smartphones and 400 ms on Raspberry Pi 4—speeds that fall short for applications needing near-instant responses, such as customer service 

chatbots or social media sentiment analysis, which ideally operate within a 10–100 ms window. 

Conversely, lightweight alternatives like DistilBERT, MobileBERT, and particularly TinyBERT, offer markedly reduced latency. TinyBERT, for 

instance, achieves inference times of approximately 10 ms on smartphones and 20 ms on Raspberry Pi 4. This significant reduction allows for rapid 

processing of large data volumes, ensuring that applications can provide immediate feedback. 

In practice, this means that customer support systems can interpret and respond to queries in real time, and social media monitoring tools can track trends 

and deliver prompt insights. These findings highlight that, for many real-time applications, the benefits of lower latency can outweigh the slight sacrifices 

in accuracy. In environments with limited computational resources, such as edge computing, models like MobileBERT and TinyBERT deliver efficient 

and speedy sentiment analysis, ultimately fostering a smoother user interaction. 

3.1.4 Model Size and Storage Requirements 

Model Parameters (Millions) Model Size (MB) Compression Ratio 

BERT 110 420 1x 

DistilBERT 66 240 1.75x 

MobileBERT 25 100 4.2x 

TinyBERT 14 50 8.4x 

Observation: 

When deploying models on edge devices with limited storage, model size becomes a critical consideration. For instance, BERT's 420 MB footprint makes 

it impractical for devices like smartphones, Raspberry Pi units, or IoT sensors, as its large size can lead to slower memory loading and potential 

performance issues when models must be loaded or swapped frequently. 

Lightweight alternatives such as DistilBERT, MobileBERT, and TinyBERT, however, drastically reduce the storage requirements while maintaining 

comparable accuracy. DistilBERT, for example, cuts down the size to 240 MB—a compression ratio of about 1.75 compared to BERT—while 

MobileBERT and TinyBERT achieve even higher compression rates of approximately 4.2x and 8.4x, respectively. With a model size of only 50 MB, 

TinyBERT is particularly well-suited for scenarios where storage is extremely limited, such as on budget smartphones, embedded IoT devices, or small 

sensors. 

This reduction in model size not only enhances storage efficiency but also improves memory usage and data transfer speeds. It becomes especially 

advantageous when deploying multiple models across numerous devices, as seen in distributed edge computing environments like smart cities or 

environmental monitoring networks. The smaller models facilitate faster deployment and easier distribution, making them ideal for large-scale 

applications in fields such as healthcare, agriculture, and urban infrastructure. 

3.1.5 Energy Consumption 

Model Power Consumption (W) Energy Savings (%) 

BERT 2.5 - 
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Model Power Consumption (W) Energy Savings (%) 

DistilBERT 1.8 28% 

MobileBERT 1.6 36% 

TinyBERT 1.2 52% 

Observation: 

Energy usage is a critical issue for battery-dependent devices such as mobile phones, wearables, and IoT gadgets. A model like BERT, known for its high 

energy demands, can rapidly deplete a device’s battery, thereby reducing operational time and necessitating frequent recharging. In contrast, lightweight 

models provide marked gains in energy efficiency, a vital feature for applications that must run continuously for long durations without constant 

recharging. 

Our tests indicate that BERT consumes about 2.5 watts during inference—a value considerably higher than that of lightweight alternatives. In comparison, 

models like DistilBERT, MobileBERT, and TinyBERT deliver substantial energy savings. Notably, TinyBERT consumes only 1.2 watts, representing a 

52% reduction relative to BERT, while MobileBERT and DistilBERT show decreases of approximately 36% and 28%, respectively. 

This enhanced energy efficiency is particularly advantageous in remote or off-grid settings where recharging opportunities are scarce. For example, IoT 

sensors in environmental monitoring can operate longer without recharging due to the lower power requirements of these lighter models. Similarly, in 

healthcare, wearable devices that continuously track patient health benefit from models like TinyBERT, which enable extended operation periods without 

the need for frequent battery replacements. 

In large-scale deployments, such as in agriculture or smart city infrastructures, the improved energy efficiency of lightweight models can significantly 

prolong device lifespans and cut costs related to battery maintenance or frequent recharging—especially in remote locations where devices monitor soil 

conditions or environmental variables. 

3.2 Discussion 

The experiments conducted with lightweight sentiment analysis models—including DistilBERT, MobileBERT, and TinyBERT—demonstrate their 

strong potential for real-time applications, particularly in environments constrained by mobile and IoT system resources. Although probably more accurate 

than BERT models, large size and high inference latency together with high energy consumption render their usage infeasible for direct edge device 

deployment. Lightweight models are best suited for performance as well as efficiency and thus usable for diversified challenges in real-time sentiment 

analysis tasks. 

3.2.1 Lightweight Models for Real-Time Applications 

Experiments show that lightweight models such as DistilBERT and MobileBERT can churn out results almost instantaneously with inference times 

creeping into the sub-20ms space. This is, comparatively, an enormously better latency performance compared to the traditional BERT models. This is 

critical in applications where low latency is not only desirable but inevitable. For example, in customer support, such lean models can be utilized right 

away for the detection and response about the sentiment of the customer toward a conversation. In this manner, responses are formulated based on the 

emotional tone of the chat. Sentiment analysis being incorporated into the flow of dialogues will make the chatbot offer its users more empathetic and 

contextual responses in real time while enhancing the experience in general. 

Likewise, through social media monitoring, reputational damage could be averted or marketing strategies improved in advance through the speed provided 

by lightweight models in processing trends and public sentiment for timely intervention. Live streaming of sentiment on social media channels allows an 

organization to catch quickly a crisis—a customer complaint, or a viral negative word of mouth—or seize on the right opportunity by responding 

instantaneously to a customer. Again, in both directions, the performance benefits imparted by lightweight models, primarily through reductions in 

inference time, make significant differences between these and established, heavier models that would unduly delay the response when running over 

social media streams at such fast velocities. 

This is a big issue in the sphere of emotion-based decision-making, for example, in marketing, political campaigns, or public relations. Lightweight 

models close the time gap between data gathering and actionable insights and organizations can pivot strategies based on the latest sentiment analysis 

results, whether it is customer feedback, market research, or public opinion tracking. 

3.2.2 Trade-Off Between Accuracy and Efficiency 

Although the light models incur an accuracy penalty of only 1–2% relative to the standard BERT model, that trade-off is easily justified measured against 

the dramatic gains which can be seen on the latencies, storage requirements, and power consumption. On all real-world applications, predominantly on 
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resource-constrained devices like smartphones, Raspberry Pi systems, and IoT, such a drop in accuracy by a mere couple of percentages is much more 

than balanced by an efficiency increase. 

MobileBERT and TinyBERT thus pushed this figure up to 90%+ while having 20 times faster inference times as compared to BERT. With such high-

speed performance with reduced memory usage and a decline in power usage, the models are especially suited for the deployment on the edges. To edge 

scenarios like IoT-enabled public sentiment monitoring where minimally processing large amounts of data without latency is really important. IoT devices 

work in an environment where they need real-time processing to change systems, trigger alarms, or update decision-making processes without the 

requirement of a remote cloud service. In such a scenario, for real-time deployment and fewer dependencies on cloud infrastructure that delay and cost 

extra, that 1–2% accuracy drop is worthwhile. 

This efficiency comes in handy with applications where speed is better than absolute accuracy. For instance, when it is a matter of real-time public opinion 

analysis for example, when tracking the mood of people or trying to find early warning signs of a public outburst, one requires to be fast in processing 

high volumes of data other than a 100% accuracy rate. That would have to be at least sentiment analysis ten times faster than even with a little less 

precision, as such insights would be attained much more quickly and at a much higher level of actionability than even a model, like BERT, though slower. 

Therefore, it well apparent that paying off to furnish the faster model with its characteristics of energy efficiency along with being small as well pays off 

and minor trade-off would be due to the accuracy compromised by light-weight models. It at least has to be that high for practical purposes. 

3.2.3 Scalability and Edge Deployment 

Light-weight models would be very scalable when having large scale deployment on edge devices. 

One of the biggest disadvantages associated with traditional models, like BERT, is that the huge sizes of such very high computation requirements of 

these massive models make scaling these really difficult. Contrary to this is because of reasons of reduced sizes and ultra-low computing requirements 

of such light-weight models like MobileBERT and TinyBERT so it can easily be implanted into an enormous number of devices with hardly any 

upgrading. This scalability is very helpful for systems that must distribute this kind of sentiment analysis job across quite a number of edge devices, such 

as smart cities or large-scale IoT networks and autonomous vehicle fleets. However, additional lightweight models are added onto microservices and 

frameworks in edge AI and, hence, support this kind of distributed processing. 

It, thus causes the offloading of further sentiment analysis tasks to devices on the edge where communications involving cloud are less necessary. The 

algorithm prevents network congestion or latency in particular. For instance, consider this scenario in a smart city application, where there are large 

installations of IoT sensors for purposes that may include monitoring public opinion or environmental conditions. To make supporting the process 

possible, this could be done with each device using lightweight models, which saves bandwidth but then also enables the possibility of real-time decision 

making on the edge of the network. For applications such as emergency management systems, this calls for responses in real time, as does urban planning 

and traffic control, whereas real-time decision making isn't enabled on the edge of the network without saving bandwidth. It saves hardware upgrade with 

scalability. This is quite critical whenever doing the analysis at scale in hundreds or thousands of devices or places. This, in regard to light models, gives 

an organization capacity for deploying that decreases the costs for operating large-scale sentiment analysis. 

3.2.4 Limitations of Lightweight Models 

Such are the multiple benefits of light models. There remain a few issues that need to be sorted out, and these become increasingly complex in high-

stakes applications requiring the understanding of context and precision in specific domains. 

⚫ Contextual Understanding: 

The light models achieve a very high accuracy for standard tasks in sentiment analysis but fails frequently for nuanced data with sarcasm, irony, 

or ambiguous use. These models fail to fully replicate the human world's emotion and tone complexities and hence may fail in certain instances 

where sentiment is implied subtly or even paradoxically. This issue might prove critical in domains like customer care or social media monitoring 

where the use of sarcasm or irony changes the overall expressed sentiment in the text. Such subtleties BERTs perform much better on while its 

larger architecture. More trainings or fine-tunnings are also required for such scenarios with lightweight models to get a great performance. Without 

any additional training or fine-tunnings on the models, they are not going to be so adapting to such domain-specific applications. It also results in 

the need for accounting for legal, medical, financial, etc. domains of words or language and sentiment, being perhaps very specific and domain 

dependent such that lightweight models necessitate large retraining just to be acceptable to a decent level. Fine-tuning from a domain-specific 

dataset solves part of the problem but in additional resource requirements and some form of required expertise that, understandably is not always 

freely available in resource-constrained environments. 

⚫ Bottleneck Resource on Ultra-Low-Powered Devices 

In very low-computation capability devices like Raspberry Pi zero and microcontrollers, even a lightest model will reach performance bottlenecks. 

Although optimized models might make its performance good enough for even those requirements, further more techniques like hardware 

acceleration pruning and quantization will add to it. It then really adds to the complexity if carried out in very resource-cramped environments. 
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3.3 Summary of Results 

This paper gives an overall assessment of lightweight sentiment analysis models: DistilBERT, MobileBERT, and TinyBERT, as compared to the standard 

BERT on various performance metrics. Key findings from this study are summed up in the following. 

1. Accuracy: Lightweight models performed competitively, achieving accuracy between 89% and 90%, which is very close to the traditional 

BERT model's accuracy of 91%. This indicates that despite some reduction in accuracy, the lightweight models are still highly effective for 

most real-world applications. 

2. Latency: The light models showed an incredibly high reduction of inference time with speeds going up to 20 times faster compared to 

traditional BERT. This is more critical to real-time applications where the speed of deployment is the matter of importance and thus could be 

applied for customer support and social media monitoring and analysis in IoT systems. 

3. Model Size: The most significant feature of this model was that its size was reduced. TinyBERT compressed the size to 8.4 times the original 

size of BERT, and its model size came out to be just 50MB. This opens up the possibility of deploying on devices with very low storage 

capacities like smartphones, Raspberry Pi systems, and other edge devices. 

4. Energy Efficiency: The light-weight models impressively saved the energy consumption with the saving between 30% and 52%. TinyBERT 

was the most efficient in terms of energy consumption with taking half the power used for BERT. Lightweight models are better suited to 

battery-powered gadgets with a resource constraint. 

4. CONCLUSION  

The paper discussed lightweight sentiment analysis models and how the future of traditional systems that are resource-hungry faces challenges that have 

been set. The above findings show that the practical alternative is in the lightweight versions, such as DistilBERT, MobileBERT, and TinyBERT, for 

when the real-time sentiment analysis issue arises, especially when the available computational resources are insufficient. In this reflection, we present 

some of the key findings of this research work, its broader implications, and discuss what comes next for this field of research. 

4.1 What We Learned 

The most significant point regarding the lightweight models is that there exists a trade-off between performance and efficiency. Traditional models like 

BERT are highly precise, but they are computationally costly and cannot be utilized in most real applications. However, lightweight models have 

substantially reduced resource requirements while maintaining comparable precision. 

⚫ Accuracy Trade-Off: With the lightweight models, around 90% accuracy is achieved, which is about two points lower than the traditional models 

like BERT (91-92%). In most implementations, this is an acceptable trade-off for the loss in accuracy in favor of improved efficiency and speed. 

⚫ Inference Times: The inference times are reduced to 10 ms for smartphones such as MobileBERT and TinyBERT on Raspberry Pi devices, 

unlocking potential application areas, including real-time chatbots, social media monitoring, customer feeds analysis, and more. 

⚫ Energy Efficiency: The same models consume 50% less power and can be optimized for mobile and IoT-specific use cases. This becomes 

particularly beneficial when battery life is a concern, such as in mobile or IoT devices. 

These models are not just small versions of traditional models; they reflect a larger change in how AI can be used practically to drive real-world change. 

4.2 Why This Matters 

Beyond being a technological advancement, lightweight sentiment analysis models can democratize AI. Most traditional models rely on expensive 

infrastructure and hardware that are out of reach for many organizations, particularly those in under-resourced settings . Lightweight models mark a 

significant advancement—they can run directly on edge devices like smartphones and IoT sensors, opening up a whole new world of possibilities: 

• For Businesses: Companies can now perform sentiment analysis on a large scale without the need for costly infrastructure. In sectors like e-commerce, 

real-time insights into customer sentiment can immediately guide sales strategies and inform decision-making. 

• For Governments and NGOs: These models, when deployed on affordable local hardware, can monitor public sentiment in real time, which is 

especially useful during emergencies or elections. 

• For Everyday Users: Enhanced interactive features in chatbots, virtual assistants, and recommendation systems lead to smoother, more responsive 

experiences. 

• Reduced Cloud Dependency: By processing data on the device itself, these models help protect data privacy and reduce the risks associated with 

transmitting sensitive information to remote servers. 
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4.3 Challenges and Areas for Improvement 

Despite their promise, lightweight models come with challenges that point to future research directions: 

• Complex Emotions: They sometimes struggle with understanding sarcasm, mixed emotions, or subtle emotional cues compared to larger, more context-

aware models. 

• Domain-Specific Needs: While effective on general datasets, industries like healthcare and law require specialized tuning to handle their unique 

terminologies and nuances. 

• Ultra-Low-Power Devices: Although these models perform well on modern smartphones, they can face hurdles on legacy or extremely low-powered 

devices (such as certain IoT sensors or a Raspberry Pi Zero). In some cases, hardware accelerators might be needed to achieve efficient performance. 

• Interpretability: Compressing models often reduces transparency, which can be problematic in fields like healthcare where understanding the basis of 

a decision is critical. 

These limitations highlight the need for continued development to create lightweight models that are robust, interpretable, and versatile. 

4.4 What Lies Ahead? 

Future efforts in lightweight sentiment analysis are likely to focus on several key areas: 

• Hybrid Models: Developing systems that intelligently switch between lightweight and traditional models depending on the complexity of the input. 

Simple inputs could be processed quickly by lightweight models, while more nuanced cases would be handled by larger models. 

• Multilingual Capabilities: Expanding these models to support under-resourced languages, making them more globally applicable. 

• Edge AI Optimization: Working closely with hardware designers to optimize performance on low-power devices by targeting specialized hardware 

like Neural Processing Units (NPUs) and Tensor Processing Units (TPUs). 

• Advanced Compression Techniques: Utilizing dynamic quantization and structured pruning to further reduce model size and latency, even if it means 

a slight compromise in accuracy. 

• Explainable AI (XAI): Enhancing the interpretability of lightweight models so they can be confidently used in sensitive applications that demand 

transparency. 

These future developments will not only enhance the performance of lightweight models but may eventually allow them to surpass traditional models in 

everyday applications. 

4.5 Conclusion 

At the heart of modern data-driven decision-making is sentiment analysis, whether it’s tracking social media trends or improving customer interactions. 

The increasing demand for quick results, combined with the widespread use of resource-constrained devices, exposes the limitations of conventional, 

heavyweight models. The lightweight models discussed here directly address these challenges by bringing AI closer to users in a scalable, efficient, and 

accessible manner. 

With ongoing innovation, these models promise to bridge the gap between cutting-edge technology and real-world needs. They provide practical, cost-

effective solutions that work not only on powerful cloud servers but also on energy-efficient IoT devices, ensuring that the benefits of AI are accessible 

to businesses, governments, and individuals alike. 

The evolution of lightweight sentiment analysis is just beginning. As research continues, these models will grow more robust and capable, reshaping the 

landscape of human-AI interaction and paving the way for a future where intelligent technology is both simple and impactful for everyone. 
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