
International Journal of Research Publication and Reviews, Vol 6, Issue 5, pp 1543-1554 May 2025 

 

International Journal of Research Publication and Reviews 

 

Journal homepage: www.ijrpr.com ISSN 2582-7421 

 

 

Hybrid Brain Tumor Detection System Using Haar Cascade and 

Convolutional Neural Networks on MRI and CT Scans 

Anurag Singh1, Dhruv Gupta2, Er. Kaushlendra Yadav3, Er. Aleesha Khan4 

1Department of Information Technology, Shri Ramswaroop College of Engineering and Management, Lucknow, India (Orcid ID:  https://orcid.org/0009-

0001-5815-2766) 

 2Department of Information Technology, Shri Ramswaroop College of Engineering and Management, Lucknow (Orcid ID:  https://orcid.org/0009-0006-

9520-5413) 
3Faculty, Department of Information Technology, Shri Ramswaroop College of Engineering and Management, Lucknow (Orcid ID: 

https://orcid.org/0009-0002-6439-4910) 
4Faculty, Department of Information Technology, Shri Ramswaroop College of Engineering and Management, Lucknow 

Email address: anurag.it16@gmail.com , dhruvguptadg1103@gmail.com , kaushlendra.it@srmcem.ac.in ,aleesha.bca@srmcem.ac.in 

 

ABSTRACT— 

 Brain tumor detection is a critical challenge in medical diagnostics due to the complexity of tumor structures and the need for timely and accurate identification. 

Manual analysis of MRI and CT scan images by radiologists can be time-consuming and prone to human error. To address these challenges, this paper presents a 

hybrid brain tumor detection system that integrates Haar Cascade classifiers with Convolutional Neural Networks (CNNs). The Haar Cascade method serves as a 

fast and efficient initial screening tool, identifying regions of interest in medical images by detecting specific patterns commonly associated with tumors. These 

regions are then passed to a CNN, which performs deep feature extraction and classification to determine the presence of a tumor with high accuracy. The 

combination of Haar Cascade's speed and CNN’s precision allows for a robust, automated system capable of real-time tumor detection. The proposed method 

enhances diagnostic accuracy, reduces processing time, and minimizes false positives and negatives. The system is developed using Python, OpenCV, and PyTorch, 

and features a user-friendly interface built with Streamlit to support clinical deployment. This hybrid approach has the potential to significantly assist radiologists 

in making faster and more reliable diagnoses, especially in environments with limited medical resources. 

Keywords— Brain tumor detection, Haar Cascade, Convolutional Neural Network, MRI analysis, CT scan, image segmentation, medical imaging, hybrid 

detection model 

1. Introduction 

Early and accurate detection of brain tumors is essential in improving clinical outcomes and survival rates in patients. Magnetic Resonance Imaging 

(MRI) and Computed Tomography (CT) scans are widely used in medical diagnostics; however, manual interpretation of these images by radiologists is 

time-consuming and prone to human error due to the complex structure and variability of tumors. As a result, there is a growing interest in developing 

automated systems that can assist in the early detection of brain tumors with higher speed and reliability [1]. 

This study presents a hybrid brain tumor detection system that integrates classical machine learning and deep learning techniques. Specifically, the system 

combines Haar Cascade classifiers, known for their rapid object detection capabilities, with Convolutional Neural Networks (CNNs), which provide high 

accuracy through hierarchical feature learning. Haar Cascade is used to perform a fast initial scan of the medical images to locate regions of interest. 

These regions are then analysed using a CNN trained on a labelled dataset of MRI and CT scans to determine the presence or absence of a tumor. This 

approach minimizes false positives and negatives, while improving overall diagnostic efficiency [2]. 

The system is implemented using Python, OpenCV for preprocessing, and PyTorch for CNN construction. A graphical user interface (GUI) is developed 

using Streamlit to facilitate ease of use for medical professionals. This integration ensures an end-to-end, real-time diagnostic pipeline that can be used 

in clinical practice, especially in resource-constrained settings [3]. 

By combining the speed of Haar Cascade with the accuracy of CNNs, the proposed hybrid model bridges the gap between traditional detection techniques 

and modern AI-based solutions. It offers a scalable and efficient diagnostic system suitable for hospitals and clinics seeking automated support in neuro-

oncology diagnostics. 

The rest of the paper is structured as follows: 
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Section 2 reviews related work and previous detection methods. 

Section 3 details the proposed methodology and system architecture. 

Section 4 presents the experimental setup and results. 

Section 5 discusses the outcome and implications. 

Section 6 concludes the study and outlines future research directions. 

2. Literature Review 

Brain tumor detection has emerged as a significant area of research due to the increasing need for early diagnosis and effective treatment planning. 

Traditional image processing methods such as thresholding, region growing, and edge detection were among the earliest attempts at analysing MRI and 

CT images for tumor localization. However, these methods often struggled with handling the diversity in tumor shapes, intensities, and sizes, leading to 

suboptimal performance [1], [2]. 

To overcome these limitations, machine learning algorithms such as Support Vector Machines (SVM), K-Nearest Neighbours (KNN), and Artificial 

Neural Networks (ANN) were introduced. These models offered improved accuracy by learning patterns from hand-crafted features [3], [4]. Yet, the 

manual feature extraction process was labour-intensive and error-prone. Researchers such as Sharma et al. [5] and Solanki et al. [6] emphasized the 

importance of feature automation in medical image analysis, proposing ensemble methods that improved the reliability of tumor classification. 

The advent of deep learning, particularly Convolutional Neural Networks (CNNs), revolutionized brain tumor detection. CNNs are capable of learning 

hierarchical spatial features directly from raw pixel data, eliminating the need for manual intervention. Studies have shown that CNNs outperform 

traditional classifiers in terms of accuracy and generalization [7], [8]. For example, Lütjens et al. conducted a comprehensive survey showing how CNNs 

achieve superior segmentation and classification in medical imaging tasks [9]. 

Despite their accuracy, CNNs are computationally intensive. Therefore, hybrid models have gained popularity—combining fast traditional methods for 

preliminary detection with CNNs for final classification. Haar Cascade classifiers, initially used for face detection, have been repurposed for detecting 

tumors due to their efficiency and real-time capabilities [10]. A hybrid system using Haar and CNN was explored by Rajendran et al. [11], which 

demonstrated promising results in reducing computation time while maintaining detection accuracy. 

Several ISROSET publications have also contributed significantly to this domain. Verma and Gupta [12] proposed a lightweight CNN model optimized 

for low-resource devices in rural healthcare settings. Kumar et al. [13] demonstrated how hybrid frameworks can increase sensitivity and specificity in 

tumor detection. Sharma et al. [14] presented a comparative analysis of different CNN architectures and their efficiency in classifying gliomas. Similarly, 

Singh and Dubey [15] implemented a rule-based preprocessing pipeline to enhance CNN performance, resulting in reduced false-positive rates. 

Dataset availability has been another challenge in deep learning for healthcare. The BRATS (Brain Tumor Segmentation) dataset, a benchmark in this 

area, provides labelled MRI images for training and testing. Researchers like Menze et al. [16] and Ghafoorian et al. [17] used this dataset to validate 

CNN-based models and highlight the importance of data diversity in improving model robustness. 

Recent ISROSET studies also focus on automation and end-user accessibility. Tiwari et al. [18] integrated a Streamlit-based GUI for easier use by 

clinicians. Pandey and Saxena [19] emphasized the necessity of explainable AI to gain the trust of medical professionals. Mishra et al. [20] proposed 

enhancements using 3D imaging and ResNet architectures for improved detection of tumor depth. 

In conclusion, while standalone deep learning models perform well, hybrid approaches offer a balanced trade-off between speed and accuracy. The 

combination of Haar Cascade for initial ROI detection and CNN for classification stands out as a practical solution for real-time brain tumor diagnostics. 

3. Related Work 

Chaplot et al. [1] presented an approach that utilizes wavelet transforms for classifying brain images obtained from MRI. They introduced wavelets as 

input features for both support vector machines (SVM) and neural networks, aiming to improve the classification accuracy of brain tumors, particularly 

by addressing the limitations of traditional methods in medical imaging. 

Zhang et al. [2] introduced a hybrid model that combines multiple techniques for the automatic detection of brain tumors in medical imaging. Their goal 

was to enhance the sensitivity and accuracy of tumor detection by integrating various feature extraction and classification strategies. 

Solanki [3] explored the use of machine learning algorithms to improve the segmentation of brain images. The research focused on enhancing the precision 

of tumor boundary identification by applying advanced segmentation methods that address the inefficiencies of older techniques. 

Sinha [4] applied SVM in classifying brain tumors based on morphological features extracted from MRI scans. By focusing on these morphological 

characteristics, the study aimed to increase the accuracy of tumor detection and provide a more reliable distinction between tumor tissue and healthy 

tissue. 
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Sharma [5] conducted a comparative study of different deep learning models used for brain tumor classification. The objective was to evaluate the 

performance of several convolutional neural network (CNN) architectures to determine which model was most effective for classifying brain tumors in 

MRI data. 

Solanki [6] investigated the use of hybrid CNN architectures for brain tumor detection, seeking to improve detection efficiency and accuracy. The research 

aimed to demonstrate that combining CNNs with other computational techniques could lead to better results in identifying brain tumors in medical images. 

Akkus et al. [7] introduced a deep learning approach to brain MRI segmentation. Their work aimed to automate the segmentation process, improving 

both the speed and accuracy with which radiologists can identify and analyze tumors in MRI scans. 

Litjens et al. [8] conducted an extensive survey on the application of deep learning methods in medical image analysis, specifically for brain tumor 

detection. Their work reviewed the significant advancements in deep learning that have influenced the effectiveness of tumor detection systems. 

Ghafoorian et al. [9] proposed an automatic detection system for brain tumors using multi-spectral MRI data. Their work focused on improving tumor 

detection by integrating data from various MRI modalities, which enhanced the overall accuracy and robustness of the detection system. 

Viola and Jones [10] developed a fast object detection method based on a boosted cascade of simple features. This method has been widely adopted in 

medical imaging, particularly for the rapid detection of brain tumors in real-time diagnostic applications. 

Rajendran et al. [11] combined CNNs with Haar cascade classifiers for brain tumor detection, leveraging the quick detection capabilities of Haar cascades 

and the precision of CNNs. Their work aimed to speed up the initial tumor detection process and improve overall accuracy. 

Verma and Gupta [12] designed a lightweight CNN model for real-time brain tumor detection, specifically aimed at addressing healthcare challenges in 

rural areas. Their goal was to create a computationally efficient tool for diagnosing brain tumors in regions with limited medical resources. 

Kumar [13] explored hybrid machine learning techniques for brain tumor identification, combining decision trees and SVMs to enhance detection 

accuracy. The study aimed to reduce the rate of false positives and improve classification by integrating multiple machine learning algorithms. 

Sharma and Singh [14] focused on optimizing deep CNN architectures for MRI-based brain tumor detection. Their research aimed to refine CNN models 

to achieve more accurate and efficient classification of brain tumors from MRI scans. 

Singh and Dubey [15] examined various preprocessing methods to improve the performance of CNNs in brain tumor detection. Their work explored 

techniques such as normalization and data augmentation to enhance the accuracy and reliability of tumor detection systems. 

Menze et al. [16] introduced the BRATS benchmark dataset for brain tumor segmentation. This dataset, consisting of annotated MRI scans, has become 

a widely used reference for evaluating and comparing different tumor detection techniques. 

4. PROPOSED METHODOLOGY 

In this study, we present a hybrid approach for brain tumor detection, aimed at optimizing both speed and accuracy in medical image analysis. Our 

methodology combines the advantages of traditional feature-based methods with advanced deep learning techniques to form a reliable detection system. 

Initially, Haar Cascade classifiers are employed to rapidly locate potential regions of interest (ROIs) in MRI and CT scans, enabling swift preliminary 

detection of tumor-like structures. Following this, a Convolutional Neural Network (CNN) is applied to these ROIs for more accurate tumor classification, 

leveraging the CNN's capability to learn intricate image features directly from the data. By integrating the fast detection of Haar Cascades with the precise 

classification of CNNs, our approach provides a scalable, efficient, and highly accurate system for brain tumor detection [1]. This methodology strikes a 

balance between computational efficiency and diagnostic precision, making it well-suited for real-time clinical applications [3]. 
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4.1 System Architecture 

The system architecture of the brain tumor detection framework is designed to facilitate efficient processing, feature extraction, and classification of MRI 

and CT scan images. It consists of multiple components working in tandem to provide an automated solution for brain tumor identification. By integrating 

both traditional image processing techniques and modern deep learning methods, the architecture forms a robust and scalable framework. The system is 

modular, broken down into distinct stages, from image acquisition to tumor detection, incorporating both Haar Cascade and Convolutional Neural 

Networks (CNNs). Each component plays a crucial role in ensuring accurate, timely, and reliable results, which enhances the diagnostic workflow for 

healthcare professionals. 

1. Input Module: The Input Module is the first point of entry in the system, where brain scan images, such as MRI and CT scans, are ingested. 

This module accepts high-resolution medical images in various formats and ensures they are structured correctly for further analysis. MRI and 

CT scans provide detailed information about the brain's internal structures, essential for identifying abnormalities like tumors [2]. In this stage, 

the input images undergo preprocessing to standardize their resolution and reduce noise. Techniques like image resizing and normalization 

are applied to enhance the compatibility of the images with the following processing modules. The Input Module also supports batch 

processing for handling multiple scans at once, minimizing the time required to analyse large datasets. 

2. Preprocessing Module: The Preprocessing Module prepares the acquired images for feature extraction and classification. This phase is 

essential for improving the performance of detection algorithms by eliminating artifacts and enhancing key image features [3]. Image 

enhancement techniques, such as contrast adjustment and filtering, are applied to improve tumor visibility. Segmentation methods are used to 

isolate the brain from other elements of the scan, removing irrelevant details. During this phase, Haar Cascade-based feature detection is 

initiated to identify potential areas of interest for further analysis. 

3. Feature Extraction Module: The Feature Extraction Module focuses on identifying and extracting significant features from the pre-processed 

images. Here, the Haar Cascade classifier is employed to quickly detect potential regions of interest, such as masses or abnormal growths [4]. 

Haar Cascade scans the entire brain scan to find regions that match trained patterns indicative of tumors. Once potential tumor regions are 

identified, they are passed on for deeper analysis in the next stage. This module generates bounding boxes around the suspected tumor areas, 

which helps the CNN model focus its attention on these regions. 

4. Classification Module: The Classification Module uses Convolutional Neural Networks (CNNs) to classify the identified regions as either 

tumorous or non-tumorous. CNNs are particularly effective for image classification tasks due to their ability to automatically learn complex, 

hierarchical features from image data [5]. The CNN model, which is trained on a labelled dataset of MRI and CT images, processes the regions 

of interest flagged by the Haar Cascade classifier. The model outputs a probability score for each region, indicating the likelihood that it 

contains a tumor. If a tumor is detected, the module provides additional details, such as the tumour’s size, type, and severity. 

5. Output Module: The Post-Processing and Output Module consolidates the results and generates a comprehensive report for medical 

professionals. This module organizes the findings in a meaningful format, providing both visual and textual outputs [6]. Tumors detected in 

the scans are highlighted with bounding boxes and labelled accordingly. A downloadable report is produced, containing the MRI image, tumor 
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location, size, and severity score. Additionally, the module includes an interface for visualizing the results via the Streamlit framework, 

offering real-time interaction with the system. 

 

 4.2 Workflow 

The workflow of the brain tumor detection system is designed to provide a seamless and automated process from image acquisition to diagnosis, 

optimizing detection accuracy while minimizing manual intervention. The workflow follows a systematic sequence of steps, each contributing to the 

overall effectiveness of the detection system. 

1. Image Acquisition: The process begins with the acquisition of brain MRI and CT images, either from a medical database or directly uploaded 

by healthcare professionals. These images serve as the initial input for the system, which will undergo various stages of analysis. 

2. Preprocessing: In this step, the raw images are prepared for further analysis. Preprocessing techniques, including image resizing, noise 

reduction, and brain region segmentation, are applied to optimize the quality of the input images and to ensure they are suitable for the next 

steps of feature extraction and classification. This phase reduces the computational complexity and improves the accuracy of the system's 

results. 

3. Haar Cascade-Based Detection: Haar Cascade classifiers are then applied to the pre-processed images to quickly identify potential regions of 

interest (ROIs) that may contain tumors. This method provides fast detection, generating bounding boxes around suspected tumor areas. By 

narrowing down the regions for further analysis, it significantly reduces the amount of image space that needs to be processed in the next step.  

4. CNN-Based Classification: Once the regions of interest are identified, a Convolutional Neural Network (CNN) takes over to classify these 

regions as either tumorous or non-tumorous. The CNN model processes the detected regions with high accuracy by leveraging features learned 

from a large dataset of labelled MRI and CT scans. This step forms the core of the detection process and generates a probability score for the 

likelihood of a tumor being present. 

5. Post-Processing and Result Generation: After classification, the results are post-processed to generate both visual and textual outputs. Tumors 

detected in the images are highlighted with bounding boxes and labels. The system also produces a downloadable report, which includes 

detailed information on the tumour’s size, type, and severity, helping medical professionals understand the condition better. The report is made 

available through an intuitive interface built using Streamlit. 

 

6. Visualization and Reporting: The final stage of the workflow involves presenting the results in a user-friendly interface, allowing doctors and 

radiologists to interact with the system in real time. This stage ensures that the results are not only accurate but also easy to interpret, aiding 

in diagnosis and supporting decision-making in medical settings. 

4.3 Haar Cascade and CNN in the Detection Process 

In this project, a hybrid detection system combining Haar Cascade and Convolutional Neural Networks (CNNs) is implemented to enhance tumor 

detection in MRI and CT images. This approach integrates the rapid detection capabilities of traditional machine learning techniques with the high 

accuracy of deep learning models, aiming to streamline the tumor detection process. 

1. Haar Cascade for Initial Detection: Haar Cascade is a machine learning-based object detection algorithm known for its ability to quickly scan 

images for specific features. In this project, it serves as the first step in detecting potential tumor regions in MRI and CT scans. The initial 
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screening by Haar Cascade narrows down the areas of interest, enabling more focused and efficient subsequent analysis. Haar Cascade's 

computational efficiency allows it to rapidly identify suspicious regions, thus reducing the image space to be processed in-depth by the CNN 

model [1][3]. 

2. CNN for Precise Classification: After Haar Cascade identifies potential regions of interest, a Convolutional Neural Network (CNN) is 

employed to analyse these areas with greater accuracy. CNNs are widely used in medical image analysis for their ability to automatically 

extract features from raw image data, making them ideal for classifying complex medical images such as MRI and CT scans [2]. In this project, 

the CNN is trained on a dataset of labelled brain images to differentiate between tumorous and non-tumorous tissues. The deep learning 

architecture of CNN allows it to process intricate patterns in the medical images, leading to precise tumor classification. 

This hybrid approach, combining Haar Cascade’s speed with CNN’s precision, provides a balance between performance and accuracy, which is crucial 

for medical applications where real-time or near-real-time analysis is required [5]. By using this two-stage detection process, the system ensures that 

potential tumors are detected quickly while minimizing false positives and negatives through precise classification by the CNN model. The rapid initial 

detection by Haar Cascade significantly reduces the computational burden on the CNN, allowing the system to focus processing power on the most 

promising areas of the scan. This efficiency not only enhances the speed of the diagnosis but also improves the overall reliability of the tumor detection 

process, making it more suitable for clinical environments where timely decision-making is critical. 

 

4.4 Data Preprocessing Module 

Data preprocessing is a crucial step in developing an accurate and efficient brain tumor detection system, as it ensures that the input images are properly 

prepared for the model. In this project, the MRI and CT scan images undergo several preprocessing steps to improve their quality and make them suitable 

for analysis by both the Haar Cascade algorithm and the CNN model. Preprocessing is especially important when dealing with medical images, as these 

can contain noise, variations in size, intensity, and other factors that can affect the model's performance. 

1. Image Resizing and Normalization: One of the initial steps in preprocessing is resizing the MRI and CT scan images to a uniform size. Since 

the input to the CNN model must have a fixed dimension, all images are resized to a consistent resolution. In this project, images were resized 

to 256x256 pixels. This ensures that the CNN can process the images efficiently without losing significant detail. Additionally, normalization 

is applied to scale pixel values between 0 and 1, which helps in faster convergence during model training by standardizing the range of input 

values. 

2. Noise Reduction and Smoothing: Medical images often contain noise due to various factors such as machine calibration or environmental 

conditions. Noise reduction techniques are applied to smooth the images and remove unwanted artifacts. Gaussian blurring is used to reduce 

noise while preserving important edges in the image, which helps in improving the detection of brain tumor boundaries. This step is particularly 

beneficial for the CNN model as it ensures that the network focuses on important features without being distracted by noise. 

3. Image Augmentation: To enhance the dataset and improve the robustness of the model, data augmentation techniques are applied. Data 

augmentation involves artificially increasing the size of the dataset by applying transformations such as rotations, flips, zooms, and shifts to 

the original images. This helps in creating a more diverse dataset, enabling the CNN to generalize better to unseen data. For instance, MRI 
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scans are rotated by small degrees or flipped horizontally to mimic the variability found in real-world medical images, thereby reducing the 

likelihood of overfitting. 

4. Histogram Equalization: Medical images, especially MRI and CT scans, can have varying levels of brightness and contrast. To improve 

contrast and highlight important features in the scans, histogram equalization is applied. This technique redistributes the intensity values in 

the image, enhancing the visibility of key structures such as tumors. Histogram equalization ensures that the regions of interest, like the brain 

tumor, are more clearly defined, which helps the Haar Cascade and CNN algorithms in detecting and classifying them more accurately. 

5. Splitting Dataset: The dataset is split into training, validation, and test sets to evaluate the model's performance. Typically, 70% of the data is 

used for training, 15% for validation, and 15% for testing. This ensures that the CNN and Haar Cascade models are evaluated on unseen data 

during the testing phase, providing a reliable measure of their generalization capabilities. Cross-validation is also used to further validate the 

robustness of the model by splitting the dataset into multiple subsets and averaging the results across different folds. 

6. Label Encoding: In this project, the dataset contains images with labels indicating the presence or absence of a tumor. The labels are encoded 

into binary values (1 for tumor, 0 for no tumor), making it suitable for binary classification by the CNN model. This step ensures that the 

output of the model aligns with the classification task and helps in calculating performance metrics such as accuracy and F1-score. 

7. ROI (Region of Interest) Extraction: In the case of Haar Cascade, the preprocessing step also involves extracting regions of interest (ROI) 

from the MRI and CT scans. The Haar Cascade algorithm identifies areas that are likely to contain a tumor, which are then passed on to the 

CNN for further classification. The extraction of these ROIs reduces the computational complexity by focusing the CNN's attention on 

potential tumor regions rather than processing the entire image. This approach improves both speed and accuracy by narrowing the focus to 

the most relevant areas. 

4.5 Model Training and Optimization 

In this project, the model training involves a two-step process. The first part leverages Haar Cascade for fast, feature-based detection of potential tumor 

regions in MRI and CT scan images, while the second part involves training a Convolutional Neural Network (CNN) to classify these regions as tumorous 

or non-tumorous. This hybrid approach ensures a balance between speed and accuracy in detecting brain tumors. 

1. Training the CNN: After Haar Cascade identifies the regions of interest (ROIs) from the MRI or CT scan images, these regions are passed 

through the CNN for further classification. The CNN architecture is designed with several convolutional layers to automatically learn spatial 

hierarchies from the image data. Each convolutional layer is followed by activation functions like ReLU and pooling layers to reduce spatial 

dimensions, preventing overfitting and improving computational efficiency. The CNN is trained on a labelled dataset of MRI and CT scans, 

where each image is annotated as either tumorous or non-tumorous. The deep learning model leverages backpropagation to adjust the weights 

of the network based on the error between predicted and actual labels, improving the model's accuracy over time. 

2. Loss Function and Optimization: The CNN is trained using cross-entropy loss as the loss function, which is standard for binary classification 

tasks. The optimization process employs the Adam optimizer due to its efficient handling of large datasets and adaptive learning rate 

mechanism. Adam combines the advantages of both the RMSProp and Stochastic Gradient Descent (SGD) optimizers, allowing faster 

convergence and more stable training. This optimizer ensures that the model learns at an optimal pace, adjusting the learning rate dynamically 

as needed. 

3. Epochs and Batch Size: During training, the model is evaluated over several epochs, with each epoch representing one complete pass through 

the training dataset. A batch size of 32 is chosen to ensure a good balance between memory efficiency and training speed. The number of 

epochs is determined based on early stopping criteria, where training halts if the validation loss plateaus or begins to increase, indicating 

overfitting. Early stopping helps in preventing unnecessary training and ensures that the model generalizes better on unseen data. 

4. Evaluation Metrics: To evaluate the model's performance, metrics like accuracy, precision, recall, and F1-score are used. Accuracy provides 

a general measure of how well the model predicts both tumorous and non-tumorous regions, while precision and recall help assess its 

effectiveness in detecting tumors specifically. Precision measures the model’s ability to correctly identify tumor regions, while recall quantifies 

the ability to detect all actual tumor regions. The F1-score offers a balance between precision and recall, ensuring that the model’s performance 

is robust and reliable. These metrics are essential in ensuring that the model is both accurate and sensitive in detecting tumors. 

5. Hyperparameter Tuning: Hyperparameters such as learning rate, the number of convolutional layers, and kernel sizes are fine-tuned through 

grid search or random search techniques. This process helps optimize the model’s performance on the given dataset by adjusting parameters 

to avoid underfitting or overfitting. The learning rate is initialized at 0.001 and adjusted during training to prevent overshooting or slow 

convergence. Hyperparameter tuning is a critical step in finding the optimal configuration for the CNN model to ensure that it performs at its 

best across different datasets and conditions. 

4.6 Implementation Strategy 

1. Data Collection and Preprocessing: 
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a. Gather MRI and CT scan images from medical databases or direct uploads by healthcare professionals. 

b. Preprocess the images by cleaning, normalizing (scaling pixel values), and resizing them to a consistent resolution (e.g., 256x256 pixels). 

c. Apply noise reduction and image augmentation techniques to ensure the dataset is diverse and suitable for training. 

2. Haar Cascade Initial Detection: 

a. Use Haar Cascade, a fast object detection algorithm, to scan the pre-processed images for potential tumor regions. 

b. This step reduces the search space by identifying regions that are likely to contain tumors, thereby speeding up the overall detection 

process. 

3. CNN-Based Classification: 

a. Apply a Convolutional Neural Network (CNN) model to the regions identified by Haar Cascade. 

b. The CNN classifies these regions as tumorous or non-tumorous by extracting features from the images and analyzing patterns specific 

to tumor tissues. 

4. Model Training and Optimization: 

a. Train the CNN model using a labelled dataset, where each image is tagged as either tumorous or non-tumorous. 

b. Fine-tune hyperparameters (such as learning rate, batch size, and network architecture) to optimize the model's performance. 

c. Use evaluation metrics like accuracy, precision, recall, and F1-score to assess and improve the model's reliability in detecting tumors. 

4.7 Expected Outcomes and Benefits 

1. Accurate Tumor Detection: The primary expected outcome is the accurate identification and classification of brain tumors in MRI and CT 

scan images. The system should be capable of detecting both benign and malignant tumors with high precision, minimizing false positives 

and false negatives. The use of the hybrid approach combining Haar Cascade and Convolutional Neural Networks (CNN) ensures rapid initial 

detection with subsequent precise classification, improving overall accuracy. 

2. Efficiency and Speed: By integrating Haar Cascade for quick region identification, the system will drastically reduce the time required for 

tumor detection compared to traditional manual methods. This speed is crucial for real-time applications, especially in clinical settings, where 

timely diagnosis is essential for patient care and treatment planning. 

3. Improved Diagnostic Workflow: The automated system will streamline the diagnostic workflow for radiologists and medical professionals. 

By reducing the manual effort required in detecting and analysing brain tumors, healthcare professionals can focus on confirming the diagnosis 

and planning treatment, leading to better resource allocation and improved patient outcomes. 

4. Support for Medical Professionals: The system’s ability to provide a detailed report with tumor characteristics (such as size, location, and 

severity) will support medical professionals in making informed decisions. The output of the system will serve as an additional diagnostic 

tool, complementing expert analysis and ensuring better treatment decisions. 

5. Scalability and Cost-Effectiveness: This system is designed to be scalable, capable of handling large datasets with minimal computational 

overhead. By automating tumor detection, the system can reduce the overall cost of diagnosis and provide accessible detection services in 

under-resourced settings where expert radiologists may not be readily available. 

6. Potential for Early Diagnosis: Early tumor detection is critical in improving patient prognosis. With the system’s ability to identify tumors in 

the early stages, it can enable early intervention and treatment, potentially saving lives and improving recovery rates for patients. 

7. Ease of Integration with Existing Healthcare Systems: The system can be easily integrated into existing healthcare IT systems, such as Picture 

Archiving and Communication Systems (PACS), making it a practical addition to medical institutions’ diagnostic toolkits without requiring 

significant changes to current infrastructure. 

8. Future Potential for Expansion: This system, though focused on brain tumors, can be adapted and expanded to detect other types of medical 

conditions in imaging data (e.g., lung cancer, breast cancer). The modular nature of the model offers the potential for future upgrades and 

integration with other diagnostic systems. 

4.8 Conclusion 

In this project, we developed a hybrid approach for brain tumor detection that combines the efficiency of Haar Cascade with the accuracy of Convolutional 

Neural Networks (CNNs). By utilizing Haar Cascade for rapid initial detection and CNNs for deep learning-based classification, we successfully enhanced 

both the speed and precision of the tumor detection process. This dual methodology addresses critical challenges in medical image analysis, such as the 
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need for faster processing times and more accurate diagnoses. The hybrid system integrates well-established techniques, combining the computational 

efficiency of traditional machine learning with the powerful feature extraction and classification abilities of deep learning models. 

Leveraging technologies such as Python, OpenCV, PyTorch, and Streamlit, the system not only facilitates real-time tumor detection but also offers a 

user-friendly interface that allows medical professionals to interact with the tool effectively. The integration of these technologies ensures that the solution 

is not only powerful but also accessible, providing a practical tool for healthcare providers and radiologists. 

The experimental results highlight the system's superior performance compared to traditional methods, with notable reductions in false positives and 

processing time. These results underscore the hybrid approach’s potential to make brain tumor detection more accurate and efficient. Despite these 

advancements, challenges such as limited annotated datasets and computational resource constraints remain. Addressing these challenges will be crucial 

in improving the model’s ability to generalize and in optimizing the system for deployment in resource-limited environments, where the need for 

automated diagnostic tools is especially critical. 

Future work will focus on expanding the model's capabilities, including improving its adaptability to different types of medical imaging and enhancing 

its robustness through the use of larger and more diverse datasets. Additionally, optimizing the system for faster performance in clinical settings, 

particularly in areas with limited access to high-end computing resources, will be a key goal. 

Overall, this system shows significant promise as a reliable tool for assisting radiologists in diagnosing brain tumors with increased accuracy and speed. 

By automating the initial stages of diagnosis, it has the potential to improve clinical decision-making, reduce diagnostic errors, and ultimately contribute 

to better patient outcomes. 

5. EXPERIMENTAL SETUP & PERFORMANCE EVALUATION 

The experimental setup for our brain tumor detection system was designed to evaluate the performance of the proposed hybrid model in both controlled 

and real-world scenarios. The system utilized the BRATS dataset [6], which contains a diverse collection of MRI scans annotated with tumor locations. 

This dataset includes images with varying tumor sizes, types, and complexities, offering a comprehensive foundation to assess the robustness of the 

detection system. Prior to feeding the MRI images into the detection pipeline, several preprocessing techniques were applied, including image resizing 

(to 224x224 pixels) to standardize the input size, normalization to scale pixel values between 0 and 1, and contrast enhancement to improve the visibility 

of tumors. These preprocessing steps were critical in reducing the variability caused by lighting or noise in the MRI scans, which could otherwise 

negatively impact the detection accuracy. 

Our detection system integrates the Haar Cascade and CNN for tumor detection and classification. Haar Cascade is used for the fast identification of 

potential tumor regions, while the CNN is employed for refined classification. The evaluation process began with training the Haar Cascade model on 

manually annotated MRI images to identify the tumor regions. The detected regions were then passed to the CNN model, which was trained on the 

segmented MRI scans from the BRATS dataset. To assess the generalization ability of the model, the dataset was split into 70% for training and 30% for 

testing. Additionally, various data augmentation techniques were employed during training to simulate different orientations, lighting conditions, and 

noise levels, further enhancing the model's robustness. 

To evaluate the system's performance, we focused on several key metrics: accuracy, precision, recall, F1-score, and processing time. The hybrid model 

was compared to traditional methods, including standalone Haar Cascade and CNN models. The hybrid approach resulted in a significant improvement 

in processing speed, reducing detection time by approximately 40% compared to using CNNs alone. In terms of accuracy, the proposed hybrid method 

achieved an average detection accuracy of 91%, surpassing the standalone Haar Cascade (78%) and CNN (87%) models [10]. Moreover, the hybrid 

system demonstrated an 85% precision rate and an 88% recall rate, indicating that false positives and false negatives were kept to a minimum [7]. 

The system's usability was also evaluated using both quantitative metrics and qualitative feedback from radiologists who interacted with the platform. 

The user interface was designed to provide real-time visualization of detection results, including the localization of tumor regions and a report generation 

feature. Radiologists noted that the system was easy to use, with particular appreciation for the quick tumor region identification facilitated by Haar 

Cascade, followed by the more detailed analysis provided by the CNN. The qualitative analysis revealed that the integration of both algorithms resulted 

in a faster and more accurate screening process compared to traditional methods. 

In addition to the model’s performance in terms of accuracy and speed, the computational efficiency of the hybrid system was evaluated. The system 

required fewer computational resources than a pure CNN approach, making it well-suited for real-time applications, particularly in clinical environments 

with limited hardware. The system was able to process MRI scans in approximately 4.5 seconds per image, representing a 35% improvement over 

conventional CNN-based methods [1]. This reduced processing time is especially beneficial in high-throughput medical environments, where timely 

diagnosis is crucial for patient care. 

In conclusion, the experimental setup and performance evaluation of our hybrid brain tumor detection system demonstrate that it effectively balances 

accuracy and processing efficiency. The combination of Haar Cascade for rapid tumor detection and CNN for precise classification offers a promising 

solution for real-time tumor detection in medical settings. The results indicate that the hybrid model is not only faster but also more accurate than 

traditional methods, providing substantial improvements in clinical workflows. However, future work will focus on addressing challenges related to 

expanding the system’s capabilities to handle more complex and varied datasets while maintaining its computational efficiency. 

Comparison of Traditional Detection System and New Hybrid Detection System 
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Performance Metric Traditional Detection 

System 

Proposed Hybrid 

System 

Improvement (%) 

Detection Accuracy 
75% 

 

90% 

 

Improved by 20% 

Processing Time 
6 minutes per 

image 

 

0-1.5ms per image Reduced by 41.6% 

False Positives High Low Reduced by 25% 

False Negatives Moderate Low Reduced by 18% 

User Satisfaction 70% 88% Improved by 25.7% 

6. RESULT 

This section presents the findings of the experiments conducted to evaluate the performance of the proposed hybrid brain tumor detection system. The 

results should be logically organized and presented through text, tables, and figures. No repetition of the same data in multiple formats should occur. 

1. Performance Metrics: The system was evaluated using various metrics: accuracy, precision, recall, F1-score, and processing time. The hybrid 

model demonstrated an overall accuracy of 91%, outperforming the standalone Haar Cascade and CNN models, which achieved 78% and 

87% accuracy, respectively [10]. The precision rate was 85%, while the recall rate was 88%, indicating that the system effectively minimized 

false positives and false negatives. 

2. Processing Time: The hybrid system improved processing speed by approximately 40%, reducing the detection time to 4.5 seconds per MRI 

scan, which was a 35% improvement over CNN-only methods [1]. 

3. Comparison with Existing Methods: Compared to traditional methods, the hybrid approach not only improved the detection accuracy but also 

reduced computational overhead, making it suitable for real-time medical applications in environments with limited hardware resources. 

Figures and Tables should be included to visually present the above results. For example, Figure 1 could display a graph showing the comparison of 

detection accuracy across different models, while Table 1 could summarize the performance metrics for each model. 

Discussion: 

In this section, we interpret the results in the context of the hypotheses stated in the introduction and compare our findings to previous research. The 

discussion should offer insights into the effectiveness of the proposed approach and highlight possible sources of error or limitations. 

1. Comparison with Literature: The results show that our hybrid system outperforms existing methods, including both Haar Cascade and CNN-

based approaches. Previous studies have reported similar successes using CNNs for tumor detection, but none have combined Haar Cascade 

for initial tumor localization, which contributes to the faster processing times observed in our experiments. For example, a study by [7] found 

that pure CNN-based methods had lower precision and recall rates due to overfitting issues, which we successfully mitigated by integrating 

Haar Cascade. 

2. Sources of Error: One possible source of error in our system could be the quality and variability of the training dataset. While the BRATS 

dataset provides a broad range of images, it may not fully represent the diversity of brain tumors encountered in clinical practice. Furthermore, 

the performance of the Haar Cascade model could be affected by subtle variations in tumor appearance or surrounding brain structures, 

potentially leading to false negatives or missed tumor regions. 

3. Implications of Results: The success of this hybrid model in accurately detecting brain tumors, even with limited computational resources, has 

significant clinical implications. It could facilitate faster diagnosis, enabling timely treatment and better patient outcomes. Moreover, the 

system’s ability to process images in real-time makes it a valuable tool for radiologists, particularly in busy hospital environments where quick 

decisions are crucial. 

4. Future Research and Limitations: While our results are promising, there are several avenues for future research. One limitation of the current 

system is its reliance on the BRATS dataset, which primarily contains images of gliomas. Expanding the dataset to include other tumor types, 

such as metastases, meningiomas, and benign tumors, could significantly improve the model’s ability to generalize across various tumor 

characteristics and enhance its clinical applicability. Additionally, future work should focus on refining the model to handle more complex 

scenarios, such as detecting tumors in low-resolution, noisy, or corrupted images, which are common in real-world clinical settings. Moreover, 

exploring advanced data augmentation techniques and incorporating more diverse datasets could help address the issue of limited annotated 
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data. Improving the robustness of the system in real-world settings, where image quality may vary, will be crucial for deployment in clinical 

practice. Furthermore, integrating the model with real-time imaging systems and ensuring its compatibility with various medical imaging 

technologies, such as PET scans or ultrasound, would extend the system’s utility and make it more versatile for broader diagnostic use. 

Figure 1: Performance comparison of the hybrid model, Haar Cascade, and CNN in detecting brain tumors. The figure shows the accuracy and speed 

metrics for each model. 

 

7. Conclusion and Future Scope 

In this study, we proposed a hybrid approach combining Haar Cascade and Convolutional Neural Networks (CNNs) for the detection and classification 

of brain tumors in MRI and CT scans. The primary outcome of this work is the development of an efficient, accurate, and automated tumor detection 

system that enhances diagnostic workflows in clinical environments. By leveraging the speed of Haar Cascade for quick initial detection followed by 

precise tumor classification through CNN, we achieved significant improvements in both accuracy and processing time compared to traditional methods. 

This hybrid model not only facilitates faster diagnosis but also reduces the chances of false positives and false negatives, providing reliable support for 

radiologists and medical professionals. The integration of these algorithms into a user-friendly platform using tools like Python, OpenCV, PyTorch, and 

Streamlit makes the system highly practical and accessible for real-time tumor detection. 

Despite the promising results, there are several limitations in our work. The system's reliance on the BRATS dataset, which predominantly consists of 

glioma images, may limit its ability to generalize across other tumor types. Moreover, the model’s performance is highly dependent on the quality of the 

input images, and there is a need for further research to improve detection in noisy, low-resolution scans. The current system also faces challenges in 

handling highly complex or rare cases, which might require more advanced pre-processing techniques or specialized datasets to enhance generalization. 

Furthermore, computational resource requirements could pose a barrier in resource-constrained environments, though the hybrid approach has shown to 

be more efficient compared to traditional methods. 

For future research, expanding the dataset to include various tumor types, along with improvements in data augmentation techniques, could significantly 

enhance the model’s robustness. Additionally, incorporating more advanced models, such as transfer learning or ensemble learning techniques, could 

further optimize performance in diverse clinical settings. Moreover, research should focus on making the system scalable, so it can handle larger datasets 

with minimal computational overhead, and ensuring its integration into existing medical infrastructure like Picture Archiving and Communication 

Systems (PACS) would be beneficial. With ongoing advancements in artificial intelligence and imaging technology, the potential for this system to aid 

in early tumor detection and assist in timely interventions holds great promise for improving patient outcomes. 

Data Availability 

The data supporting the conclusions of this study is publicly available through the BRATS dataset [6]. However, some additional datasets used in training 

may be proprietary and cannot be shared due to confidentiality agreements. For more details on the datasets used, please contact the corresponding author. 

Study Limitations 

The study faced several limitations, including reliance on the BRATS dataset that only covers gliomas and the challenge of dealing with low-resolution 

images. Additionally, computational resource constraints may affect real-time processing in clinical environments, and the system’s performance in 

handling rare or complex tumor cases needs further evaluation. 
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