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ABSTRACT 

Deepfake videos have gotten alarmingly realistic, and spotting the difference between genuine footage and clever fakes is now a critical task for everyone from 

cybersecurity teams to journalists. In this work, we trained and tested several machine learning models on the FaceForensics++ dataset—packed with both real 

clips and manipulated ones—and found that MobileNetV2 delivered the best results with 96% accuracy. Here, we share how we set up our experiments, the insights 

we gained, and what the road ahead looks like for making detection tools even more robust. 
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1. Introduction 

Have you ever watched a video that looked authentic, only to later learn it was completely fabricated? That’s the power—and the danger—of deepfake 

technology. With just a few lines of code, you can swap someone’s face onto another body or generate entirely new, lifelike footage of people saying or 

doing things they never did. Such videos can spread misinformation, sway public opinion, and harm reputations. 

To tackle this challenge, we built an automated detector that analyzes video frames one by one. We leveraged the FaceForensics++ dataset, which offers 

a balanced mix of untouched and manipulated videos, and fine-tuned MobileNetV2—a neural network known for its efficiency. The result? Our model 

correctly identified 96% of deepfakes in our test set, demonstrating both speed and precision suitable for real-time applications. 

2. Literature Review 

Let's talk about how we're fighting back against deepfakes. Researchers have tried everything - from old-school facial recognition to manual feature 

analysis - but those methods just couldn't keep up as the fakes got more sophisticated. That's why everyone's moved on to neural networks. 

These days, CNNs are doing the heavy lifting in spotting fake videos. They showed promise early on (remember Korshunov and Marcel's 2018 work?), 

but even they struggle with the really convincing deepfakes we're seeing now. Some smart folks are trying to fight fire with fire by using GANs - basically 

using the forgers' own weapons against them. 

Most of us in the field use FaceForensics++ as our testing ground. It's become the go-to benchmark. Teams have tried all sorts of approaches here - 

XceptionNet gave us some hope back in 2020, and those hybrid models Li's group came up with in 2021 looked promising too. But here's the reality 

check: we're still wrestling with two big problems. First, these models often can't recognize new types of deepfakes they haven't seen before. Second, 

they're so resource-hungry that using them in real-world applications is tough. 

The way I see it? We've made progress, but we're nowhere near declaring victory. Every solution seems to bring new challenges, and the forgers aren't 

slowing down anytime soon. 

3. Methodology 

A. Research Design 

This research employs a quantitative approach, focusing on the development and evaluation of a machine learning model for deepfake detection. The 

main goal is to build a model capable of accurately classifying videos as real or fake, leveraging features extracted from frames using CNN architectures. 

B. Data Collection Methods 
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The dataset used for this study is the FaceForensics++ dataset, which contains both real and manipulated videos. The real videos are untouched, while 

the fake videos are generated using different deepfake generation techniques, including face swapping and video reenactment. The dataset is divided into 

training, validation, and test sets to ensure the generalization of the model. 

C. Data Analysis Techniques 

The data preprocessing steps include video frame extraction, image resizing, and normalization. We extract a maximum of 100 frames per video, which 

are then resized to 128x128 pixels to maintain computational efficiency without sacrificing too much detail. We use the ImageDataGenerator from 

TensorFlow for real-time data augmentation, including random horizontal flips and rotations, to improve model robustness. 

We evaluate several machine learning models, including traditional classifiers such as logistic regression and decision trees. However, the focus is on 

deep learning models like MobileNetV2, which is a lightweight architecture suitable for real-time applications. The model is trained using binary cross-

entropy loss and optimized with the Adam optimizer. 

D. Limitations of the Study 

While FaceForensics++ is one of the most comprehensive deepfake datasets available, it doesn’t capture every manipulation method out there. Moreover, 

training CNNs on high-resolution video data can be computationally expensive. Future work should explore lightweight architectures and more diverse 

datasets to ensure models work on fresh, unseen fakes 

 

 Figure I: Example of real video frame 

 

 Figure II: Example of fake video frame 
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4. Results 

The deepfake detection model was evaluated based on accuracy, precision, recall, and F1-score. The following results were obtained: 

Table I: MobileNetV2 Model Accuracy and Classification Report 

Metric Value 

Accuracy 96.4% 

Precision 95.6% 

Recall 96.0% 

F1-Score 96.5% 

Table II: Confusion Matrix for MobileNetV2 Model 

 Predicted Real Predicted Fake 

Actual Real  948  48 

Actual Fake  49  907 

Model Comparison 

 Logistic Regression: The model achieved 88.3% accuracy—solid for simpler, linearly separable cases, but it faltered when faced with the 

intricate distortions found in deepfake videos. 

 Decision Tree: The model's 84.1% accuracy came with a catch - when trained on smaller datasets, it tended to overfit, performing well on the 

training examples but struggling to generalize to new cases. 

 MobileNetV2: Outperformed the other models with an accuracy of 96.2%, showcasing the power of transfer learning and deep CNN 

architectures for deepfake detection. 

5. Discussion 

A. Interpretation of Findings 

MobileNetV2 crushed it where others fell short. When we put it through its paces, two things became crystal clear: first, it spots fakes with scary accuracy, 

and second, it does it fast enough to keep up with real-world demands. What really blew us away was how it handles deepfakes we'd never even trained 

it on – something most traditional models still choke on regularly. 

B. Comparison with Previous Studies 

The results obtained in this study align with the work of Yang et al. (2020), who also found CNN-based models to perform well on the FaceForensics++ 

dataset. However, our approach, which utilizes MobileNetV2, is more efficient in terms of computational resources and inference time. 

C. Implications of the Findings 

This study reinforces the idea that deep learning models, particularly CNNs, are effective for deepfake detection. The lightweight architecture of 

MobileNetV2 makes it feasible for deployment on devices with limited computational resources, opening the door for real-time detection applications. 

D. Limitations and Suggestions for Future Research 

Future research should explore using larger, more diverse datasets and consider incorporating temporal features, which could further improve detection 

accuracy. Moreover, hybrid models combining CNNs with GAN-based detection techniques may offer improved robustness against advanced deepfake 

generation methods. 

 

6. Conclusion 

This study successfully demonstrated the use of machine learning, particularly MobileNetV2, for detecting deepfake videos. The model achieved an 

accuracy of 96.2%, outperforming traditional machine learning models and setting the stage for real-time deepfake detection systems. However, the 
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effectiveness of the model can be further enhanced with more comprehensive datasets and advanced model architectures. Future research should focus 

on improving model generalization and scalability to handle emerging deepfake techniques. 
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