International Journal of Research Publication and Reviews, Vol 6, Issue 4, pp 15772-15774 April 2025

International Journal of Research Publication and Reviews

Journal homepage: www.ijrpr.com ISSN 2582-7421

s

WWW.IJRPR.COM

ChatGPT: A Review of Capabilities, Challenges, and Future
Perspectives

Dr. Leena Jain?, Dr. Maalti Puri?

1Department of Computer Science, Saroop Rani Govt. College for Women, Amritsar, Punjab, India Leenajain79@gmail.com
2Department of Electronics and Communication Engineering, Khalsa College of Engineering and Technology, Amritsar, Punjab, India

maalti.kcet@gmail.com

ABSTRACT

A significant development in the field of natural language processing (NLP) is ChatGPT, created by OpenAl. The model, which is based on the Generative Pre-
trained Transformer (GPT) architecture, performs well on a variety of language-related tasks. This paper reviews ChatGPT’s architecture, applications, strengths,
limitations, ethical considerations, and future directions. The goal is to provide a comprehensive overview suitable for both academic and practical audiences.
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1. Introduction

Recent years have seen substantial advances in conversational Al, with ChatGPT gaining popularity because to its fluency and adaptability. It has been
used in education, programming, healthcare, and other fields, making it one of the most influential artificial intelligence systems in the public domain
[1]. Understanding how such models operate and the ramifications of their implementation is critical for researchers, developers, and policymakers.

2. Model Architecture and Development

The transformer architecture, first presented by Vaswani et al. [2], is the foundation of ChatGPT. It processes text in parallel using self-attention methods.
Reinforcement Learning from Human Feedback (RLHF) is used to fine-tune the GPT-3.5 and GPT-4 models, which are pre-trained on a variety of
internet-scale corpora and serve as the foundation for ChatGPT [3].

While GPT-3.5 has 175 billion parameters, GPT-4’s exact size is undisclosed. These models predict the next token in a sequence and learn grammar,
facts, reasoning patterns, and writing styles from data without task-specific tuning [3].

3. Applications of ChatGPT

ChatGPT has seen speedy adoption throughout sectors:

Education: Assists with tutoring, essay writing, and concept explanation [4].

Programming: Generates and debugs code snippets, and explains logic in a couple of programming languages [5].
Customer support: Automates responses to commonplace queries with human-like readability [6].

Healthcare: affords conversational help (now not diagnostic) for mental fitness and administrative tasks [7].

Innovative Writing and content technology: Drafts articles, testimonies, and marketing replica [8].

4. Strengths

ChatGPT demonstrates several strengths:
Contextual expertise: able to keeping dialogue and remembering previous context within a session [3].

Multitask talent: Can translate languages, summarize textual content, generate tales, and solution questions [9].
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High Fluency: Produces grammatically and stylistically fluent responses [4].

5. Limitations

In spite of its benefits, ChatGPT has remarkable weaknesses:

Factual mistakes: it could hallucinate facts or produce outdated or wrong statistics [10].
Biases: reflects societal and linguistic biases present in its schooling statistics [11].
Restricted Reasoning: Struggles with multi-step good judgment and abstract reasoning [12].

Context Window Limits: The model can forget about in advance components of lengthy conversations, depending at the token limit (e.g., 8k to 128k
tokens) [3].

6. Ethical and Societal Concerns

Deploying ChatGPT raises huge moral problems:

Instructional Integrity: students may misuse ChatGPT for plagiarism or cheating [13].

Incorrect information: it is able to be used to generate faux information or impersonate people [10].
Job Automation: may additionally displace roles in writing, customer service, and extra [14].

Security: dangers encompass phishing, incorrect information, and fraud [15].

7. Future Directions

Key areas for future research and improvement include:

Model Alignment: making sure Al aligns with human intentions and moral values [16].
Multimodal abilities: Integrating photograph, audio, and video knowledge (e.g., GPT-40) [17].
Personalization: creating user-particular tuning for more accurate and relevant responses [18].

Device Integration: allowing models to have interaction with external gear or APIs for more advantageous capability [19].

8. Conclusion

ChatGPT marks a significant milestone in Al development, demonstrating the vast potential of large language models. As use cases grow, so do the risks
and responsibilities associated with its deployment. Addressing limitations and ethical challenges will be critical in ensuring its positive impact across
industries.
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