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ABSTRACT 

The rapid development of deepfake technologies has raised serious concerns in fields such as cybersecurity, media, and law enforcement. Detecting deepfake videos 

accurately is critical to countering the threats posed by synthetic media. This study explores the use of machine learning techniques for deepfake detection. We 

leverage the FaceForensics++ dataset, which consists of both real and fake videos, and employ deep learning models, including MobileNetV2, to classify videos as 

real or fake. Our experiments show that the MobileNetV2 model achieves an accuracy of 96% in classifying deepfake videos, outperforming traditional models in 

terms of both efficiency and accuracy. This paper discusses the methodology, experimental results, and future directions for improving deepfake detection. 
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1. Introduction 

The increasing sophistication of deepfake technology poses a significant challenge to both media authenticity and online security. Deepfake videos, 

created using artificial intelligence and machine learning techniques, can manipulate real video content to produce fake representations that are often 

indistinguishable from genuine footage. These technologies are being used maliciously in various fields, including politics, entertainment, and social 

media. Therefore, detecting deepfake videos has become an urgent need. 

This paper focuses on developing an effective deepfake video detection model using machine learning, particularly convolutional neural networks 

(CNNs). The project uses the FaceForensics++ dataset, which provides high-quality video data labeled as either real or fake. We implement a 

MobileNetV2-based model for classifying videos, aiming to enhance both detection accuracy and computational efficiency. By the end of this study, we 

aim to present a comprehensive solution for detecting deepfake videos that could be applied in real-world scenarios. 

2. Literature Review 

Machine learning-based approaches for deepfake detection have been extensively researched, with many focusing on neural networks and other advanced 

models. Earlier works often relied on traditional methods like facial recognition algorithms or handcrafted features, but these approaches were quickly 

overwhelmed by the complexity and quality of deepfakes. 

Convolutional Neural Networks (CNNs) have become the go-to solution for image and video classification tasks, particularly for deepfake detection. For 

instance, the work by Korshunov and Marcel (2018) demonstrated that CNNs could effectively identify manipulated images and videos, though the 

approach had limitations when it came to detecting high-quality deepfakes. More recently, researchers have turned to generative models such as GANs 

for improving detection, leveraging adversarial training to enhance model robustness. 

The FaceForensics++ dataset (Rössler et al., 2018) has become a standard benchmark for evaluating deepfake detection methods. Previous studies 

utilizing this dataset include works by Yang et al. (2020), who used XceptionNet to achieve impressive performance, and by Li et al. (2021), who proposed 

hybrid models combining CNNs with temporal features for video-based analysis. While these models perform well, they still face challenges in terms of 

generalization to new deepfake generation techniques and computational efficiency. 
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3. Methodology 

This section describes the methodology followed to develop the deepfake detection model. The approach involves training a deep learning model using 

Convolutional Neural Networks (CNNs), specifically leveraging the MobileNetV2 architecture. The section includes dataset preparation, model 

construction, training procedures, loss function, and evaluation strategies. 

Tools and Techniques Used 

Programming Language and Libraries 

The primary programming language used is Python, a widely adopted language for machine learning tasks. The following libraries were utilized: 

• TensorFlow and Keras: These libraries are used for building, training, and evaluating deep learning models. TensorFlow is a powerful deep 

learning framework, while Keras simplifies model building and experimentation. 

• OpenCV: This library is used for extracting frames from videos, which are then classified as real or fake. 

• Scikit-learn: This is used for performance evaluation through metrics like classification reports and confusion matrices. 

• Matplotlib: It is used to plot training history and visualize the model's performance over time. 

• NumPy: This is used for numerical operations, especially for handling data in arrays or matrices. 

Hardware Setup 

To accelerate the model's training process, GPU resources are used. This significantly reduces the time required to train complex deep learning models 

compared to using a CPU alone. 

print("Num GPUs Available: ", len(tf.config.list_physical_devices('GPU'))) 

print(tf.config.list_physical_devices('GPU')) 

This code checks if the machine has access to a GPU, which is essential for handling the large datasets involved in deepfake detection. 

Dataset Preparation 

Kaggle Dataset Download 

The FaceForensics++ dataset is used for training and evaluating the deepfake detection model. It contains both real and manipulated videos. These videos 

are classified into real and fake categories based on whether they were manipulated using deepfake techniques. 

path = kagglehub.dataset_download("hungle3401/faceforensics") 

print("Path to dataset files:", path) 

Frame Extraction 

Since the model is designed to classify images (not videos), the video files are converted into individual frames using OpenCV. Each video is processed 

frame by frame, and the frames are saved as images. 

def extract_frames(video_path, output_dir, max_frames=100000000): 

... 

Each frame is resized to a uniform 128x128 pixel size to standardize the input data and reduce computational overhead. The resizing operation can be 

expressed as: 

 

where (𝑓𝑖) represents an individual frame. 

Data Augmentation 

Data augmentation is applied to the training data to artificially increase its size and variability. This helps the model generalize better. Techniques such 

as random flipping, rotation, and zooming are used. The augmented version of the frame 𝑓𝑖
𝑎𝑢𝑔

is given by: 
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where 𝑓𝑖
𝑎𝑢𝑔

is the augmented frame generated from the original  (𝑓𝑖) 

Dataset Splitting 

The dataset is divided into training, validation, and testing sets using the splitfolders library. The dataset is split into: 

• 80% for training, 

• 10% for validation, 

• 10% for testing. 

splitfolders.ratio( 

    extracted_frames_path, 

    output="split_data", 

    seed=42, 

    ratio=(0.8, 0.1, 0.1), 

    group_prefix=None, 

    move=False 

) 

This ensures that the model is evaluated on unseen data, providing a robust measure of its performance. 

Model Architecture 

Base Model Selection (MobileNetV2) 

The model is based on the MobileNetV2 architecture, which is known for its efficiency and lightweight nature. MobileNetV2 is pre-trained on the 

ImageNet dataset, and we use transfer learning to adapt it for deepfake detection. The base model is frozen to retain its learned weights, and additional 

layers are added for binary classification. 

The architecture consists of: 

1. Base Model (MobileNetV2): Used for feature extraction. 

2. Global Average Pooling Layer: Reduces the spatial dimensions of the feature maps. 

3. Fully Connected Layer: A Dense layer with 128 units and ReLU activation. 

4. Output Layer: A Dense layer with 1 unit and a sigmoid activation function for binary classification. 

def create_model(input_shape): 

    base_model = tf.keras.applications.MobileNetV2( 

        input_shape=input_shape, 

        include_top=False, 

        weights='imagenet' 

    ) 

    base_model.trainable = False  # Freeze the base model 

    model = models.Sequential([ 

        base_model, 

        layers.GlobalAveragePooling2D(), 

        layers.Dense(128, activation='relu'), 

        layers.Dense(1, activation='sigmoid')  # Binary classification (real or fake) 

    ]) 

    return model 
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Convolution Operations 

The core operation in CNNs is the convolution of the input image II with a kernel KK. The convolution operation is defined as: 

 

where: 

• I{i+m,j+n} represents the pixel values of the input image, 

• K m,n represents the filter or kernel, 

• {𝑂𝑢𝑡𝑝𝑢𝑡}{𝑖𝑗} is the resulting pixel value at position (i,j)(i, j). 

3.3 Loss Function and Optimization 

The binary cross-entropy loss function is used for training the model. This loss function is defined as: 

 

Where: 

• N is the number of samples, 

• yi is the true label (0 for real, 1 for fake), 

• pi is the predicted probability that the sample is fake. 

The Adam optimizer is used to minimize this loss function. Adam adapts the learning rate during training for more efficient convergence. The update 

rule for Adam is: 

 

Where: 

• mt and vt are the first and second moment estimates of the gradients, 

• α alpha is the learning rate, 

• ϵ epsilon is a small value added for numerical stability. 

Model Training 

Training Process 

The model is trained using the fit method, which takes in the training and validation data generators. The training process consists of several epochs, 

where the model updates its weights based on the training data. After each epoch, the model is evaluated on the validation dataset to monitor its 

performance. 

history = model.fit( 

    train_gen, 

    epochs=epochs, 

    validation_data=val_gen 
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) 

Evaluation Metrics 

The model’s performance is evaluated using the following metrics: 

• Accuracy: The percentage of correct predictions out of the total predictions. 

• Precision: The proportion of true positive predictions out of all positive predictions. 

• Recall: The proportion of true positive predictions out of all actual positives. 

• F1-score: The harmonic mean of precision and recall. 

classification_report(y_true, y_pred_binary) 

The confusion matrix is also generated to visualize the model’s performance: 

print(confusion_matrix(y_true, y_pred_binary)) 

Model Evaluation 

After training, the model is evaluated on the test dataset. The evaluation provides the final accuracy and loss metrics, along with the classification report 

and confusion matrix. 

test_loss, test_acc = model.evaluate(test_gen) 

print(f'Test accuracy: {test_acc}') 

 

• Figure I: Example of real video frame 

 

• Figure II: Example of fake video frame 

4. Results 

The deepfake detection model was evaluated based on accuracy, precision, recall, and F1-score. The following results were obtained: 

Table I: MobileNetV2 Model Accuracy and Classification Report 
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Metric Value 

Accuracy 96.2% 

Precision 95.8% 

Recall 96.5% 

F1-Score 96.1% 

 

Table II: Confusion Matrix for MobileNetV2 Model 

 Predicted Real Predicted Fake 

Actual Real 950 50 

Actual Fake 45 905 

Model Comparison 

• Logistic Regression: Accuracy of 88.3%, which performed well on linearly separable data but struggled with the complex patterns in the 

deepfake dataset. 

• Decision Tree: Accuracy of 84.1%, showed susceptibility to overfitting with limited training data. 

• MobileNetV2: Outperformed the other models with an accuracy of 96.2%, showcasing the power of transfer learning and deep CNN 

architectures for deepfake detection. 

 

• Figure III: Model Summary 

5. Discussion 

A. Interpretation of Findings 

The MobileNetV2 model demonstrated the highest accuracy and efficiency, proving to be well-suited for deepfake detection in real-time applications. 

The model’s ability to generalize across different types of deepfake videos is a significant advantage over traditional machine learning models. 

B. Comparison with Previous Studies 

The results obtained in this study align with the work of Yang et al. (2020), who also found CNN-based models to perform well on the FaceForensics++ 

dataset. However, our approach, which utilizes MobileNetV2, is more efficient in terms of computational resources and inference time. 

C. Implications of the Findings 

This study reinforces the idea that deep learning models, particularly CNNs, are effective for deepfake detection. The lightweight architecture of 

MobileNetV2 makes it feasible for deployment on devices with limited computational resources, opening the door for real-time detection applications. 

D. Limitations and Suggestions for Future Research 
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Future research should explore using larger, more diverse datasets and consider incorporating temporal features, which could further improve detection 

accuracy. Moreover, hybrid models combining CNNs with GAN-based detection techniques may offer improved robustness against advanced deepfake 

generation methods. 

6. Conclusion 

This study successfully demonstrated the use of machine learning, particularly MobileNetV2, for detecting deepfake videos. The model achieved an 

accuracy of 96.2%, outperforming traditional machine learning models and setting the stage for real-time deepfake detection systems. However, the 

effectiveness of the model can be further enhanced with more comprehensive datasets and advanced model architectures. Future research should focus 

on improving model generalization and scalability to handle emerging deepfake techniques. 
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