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ABSTRACT:   

The accurate and timely classification of brain tumors is critical for effective treatment and patient outcomes. This research proposes a hybrid deep learning model 

to automatically classify brain cancers from medical photos by utilizing both Transformers and Convolutional Neural Networks (CNNs). The Transformer 

architecture improves the model's comprehension of global linkages and contextual dependencies between these data, while the CNN is used as a feature extractor 

to extract complex spatial features from MRI scans. This combination efficiently uses both local and global imaging information to enable more accurate tumor 

type categorization. Using a dataset of 2270 brain MRI images, the model is trained and assessed, and it performs well on important metrics like accuracy, precision, 

recall, and F1-score. The suggested system shows great promise for increasing diagnostic efficiency and accuracy, providing doctors with a dependable tool to 

support early tumor diagnosis and individualized treatment planning. Expanding the dataset, improving the architecture of the model, and using the system in 

clinical settings for real-time tumor classification are possible future. 
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INTRODUCTION:  

Brain tumors are abnormal growths of cells within the brain, which can be life threatening and require precise detection and classification for effective 

treatment. Among the various types of brain tumors, glioma, meningioma, and pituitary tumors are commonly encountered in clinical practice. Accurate 

identification and differentiation of these tumors from normal brain tissue (no tumor) is crucial for timely and appropriate medical intervention. Because 

magnetic resonance imaging (MRI) can produce comprehensive images of brain tissues, it is one of the main technologies used by doctors to diagnose 

brain cancers. However, the manual examination of MRI scans is a time-consuming and subjective process, often prone to errors, particularly when faced 

with subtle or complex tumor features. Consequently, there has been a surge in interest in applying artificial intelligence (AI), particularly deep learning, 

to automate the classification of brain tumors. Convolutional Neural Networks (CNNs), a type of deep learning, have proven very effective at extracting 

significant spatial characteristics from images in image classification tasks. CNNs work well in spotting local patterns in brain MRI data, such as forms, 

edges, and textures, which are essential for tumor identification. CNNs, on their own, are not always able to capture the relationships between various 

sections of the image or the global environment.  

 

Fig 1 Images with no tumor and tumor 
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Brain tumors are among the most life-threatening forms of cancer, and their timely and accurate detection plays a crucial role in improving patient 

prognosis and determining effective treatment strategies. Traditional diagnostic methods, which often involve manual analysis of Magnetic Resonance 

Imaging (MRI) scans by radiologists, are subject to human error, variability, and time constraints. In recent years, the integration of deep learning 

techniques, particularly Convolutional Neural Networks (CNNs), has shown great promise in enhancing the accuracy and efficiency of medical image 

analysis. This study presents a comprehensive CNN-based deep learning framework for the automated detection and classification of brain tumors using 

MRI images. The Performance evaluation of the model is carried out using standard metrics including accuracy, sensitivity, specificity, precision, recall, 

and F1-score. The results demonstrate a high classification accuracy (typically above 95%) across multiple tumor types, indicating the robustness and 

generalizability of the CNN model. Additionally, visualization techniques such as Grad-CAM are utilized to highlight tumor regions within the MRI 

scans, improving model interpretability and enhancing clinical trust in AI-driven diagnostics. This study not only underscores the potential of deep 

learning in neuro-oncology but also paves the way for future integration of such models into clinical workflows. The proposed system can assist 

radiologists in early diagnosis, reduce diagnostic workload, and enable more personalized treatment planning. Future work will focus on expanding the 

dataset, incorporating multi-modal imaging inputs, and exploring hybrid models combining CNNs with attention mechanisms or transformer-based 

architectures for further performance improvement. The CNN model consists of multiple convolutional layers with ReLU activation, maxpooling layers 

for spatial reduction, and fully connected layers for classification. To prevent overfitting, dropout and L2 regularization are integrated into the architecture. 

The model is trained using an Adam optimizer and categorical cross-entropy loss function, with a learning rate scheduler to optimize convergence. 

Additionally, CNNs, on their own, are not always able to capture the relationships between various sections of the image or the global environment. This 

restriction may make it more difficult for them to do more difficult classification tasks, such differentiating between brain tumor kinds that may have 

identical local characteristics but distinct overall structures. To overcome this challenge, we propose a hybrid deep learning model that combines CNNs 

with Transformer architectures. Transformers, originally designed for natural language processing, have recently shown promise in image classification 

by using self attention mechanisms to capture long-range dependencies and contextual relationships in data. By integrating CNNs and Transformers, our 

approach aims to leverage the strengths of both models—CNNs for detailed local feature extraction and Transformers for capturing global context— 

thereby improving the accuracy of brain tumor classification. Brain tumors are among the most life-threatening forms of cancer, and their timely and 

accurate detection plays a crucial role in improving patient prognosis and determining effective treatment strategies. Traditional diagnostic methods, 

which often involve manual analysis of Magnetic Resonance Imaging (MRI) scans by radiologists, are subject to human error, variability, and time 

constraints. In recent years, the integration of deep learning techniques, particularly Convolutional Neural Networks (CNNs), has shown great promise 

in enhancing the accuracy and efficiency of medical image analysis. This study presents a comprehensive CNN-based deep learning framework for the 

automated detection and classification of brain tumors using MRI images.  

OBJECTIVE:  

The primary objective of this project is to develop a robust and efficient deep learning model for the accurate classification of brain tumors from MRI 

images. By combining the strengths of Convolutional Neural Networks (CNNs) and Transformers, the project aims to leverage both local spatial features 

and global contextual relationships within medical images. The model is designed to assist in early and precise tumor detection, ultimately supporting 

personalized treatment planning and improving patient outcomes. Additional goals include achieving high performance across key evaluation metrics 

such as accuracy, precision, recall, and F1-score, as well as creating a system that can be expanded and adapted for real-time use in clinical environments.  

 By integrating Convolutional Neural Networks (CNNs) for extracting complex local features and Transformers for capturing global dependencies and 

contextual information, the model seeks to overcome the limitations of traditional methods that rely solely on one type of architecture. Another key 

objective is to enhance diagnostic accuracy and efficiency, providing clinicians with a reliable tool for early detection and differentiation of brain tumors, 

which is crucial for successful treatment planning. The project also aims to evaluate the model’s performance using comprehensive metrics such as 

accuracy, precision, recall, and F1-score to ensure its clinical relevance. Furthermore, the study focuses on building a system that is scalable and adaptable 

for real-time application in clinical settings. Future directions include expanding the dataset for greater generalization, optimizing the model architecture 

for improved speed and performance, and ultimately contributing to more personalized and effective patient care strategies. 

SCOPE:  

The scope of this project encompasses the development and evaluation of an automated brain tumor detection and classification system based on 

Convolutional Neural Networks (CNNs) using MRI images. This system is designed to address the growing demand for fast, accurate, and consistent 

diagnostic tools in the field of neuroimaging. The project focuses on analyzing 2D MRI scans to identify the presence of tumors and classify them into 

distinct categories such as glioma, meningioma, and pituitary tumors. By using deep learning techniques, particularly CNNs, the system aims to learn 

complex patterns and features from brain MRI images without the need for manual intervention or handcrafted feature extraction. The scope includes 

preprocessing of MRI images, model training and evaluation, implementation of visualization techniques like Grad-CAM for explainability, and 

validation using publicly available brain tumor datasets. Furthermore, the project is scoped to function as a decision-support tool for radiologists and 

healthcare professionals, assisting in early and accurate diagnosis, thereby reducing the time and effort required for manual analysis. The system is 

intended to be robust and adaptable across different imaging conditions, tumor types, and patient demographics. While the current implementation focuses 

on 2D image analysis, the framework lays the foundation for future extensions to 3D MRI volumes, multisequence analysis (e.g., T1, T2, FLAIR), and 

even integration with clinical software systems. However, the scope does not include direct medical decision-making or treatment planning, as the system 
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is intended to support, not replace, clinical judgment. Additionally, real-time clinical deployment, regulatory compliance, and integration into hospital 

infrastructure are considered future extensions beyond the initial scope of the academic or prototype development phase. The project aims to design and 

implement an automated brain tumor detection system using MRI images and deep learning, specifically Convolutional Neural Networks (CNNs). It 

focuses on identifying and classifying common brain tumor types such as glioma, meningioma, and pituitary tumors, which are among the most prevalent 

in clinical cases.The system will handle image preprocessing tasks, including grayscale conversion, normalization, resizing, and data augmentation to 

improve model performance and generalization. A major part of the scope includes designing a CNN architecture (or using transfer learning with models 

like VGG, ResNet, etc.) that can automatically learn spatial features from MRI images without the need for manual feature extraction. The solution will 

be trained and tested on publicly available brain tumor MRI datasets (e.g., Brain Tumor Dataset from Kaggle or Figshare), ensuring transparency and 

reproducibility. The model will undergo performance evaluation using standard metrics like accuracy, precision, recall, F1-score, and confusion matrix 

analysis to ensure reliability. The system includes visual explainability features (such as Grad-CAM) that highlight tumor regions, helping doctors 

understand and verify AI decisions — increasing clinical trust and interpretability. The tool is intended as a clinical decision support system, aiding 

radiologists in diagnosis, especially in regions with a shortage of medical experts. 

CHALLENGES:  

1. Limited and Imbalanced Dataset 

The The availability of high-quality, labeled brain MRI datasets plays a crucial role in the development and deployment of deep learning models for 

medical imaging tasks, particularly in detecting and classifying brain tumors. However, the number of publicly available brain MRI datasets is relatively 

limited, posing a significant challenge for researchers and practitioners looking to train models capable of achieving high accuracy and generalization. 

The scarcity of these datasets can be attributed to several factors, including privacy concerns, data-sharing restrictions, and the time and cost involved in 

manually annotating medical images. Furthermore, even when datasets are available, they often suffer from a phenomenon known as class imbalance. 

In the context of brain MRI datasets, class imbalance occurs when certain tumor types, such as gliomas or meningiomas, are overrepresented, while other, 

rarer tumor types, such as medulloblastomas or metastatic tumors, are underrepresented. This imbalance arises due to the natural distribution of various 

tumor types in the population, but it has significant implications for the performance of deep learning models. 

2. Complex Tumor Characteristics 

The Brain tumors exhibit significant variability in their characteristics, which makes them challenging to detect and classify accurately using deep learning 

models. These tumors can differ drastically in size, ranging from microscopic lesions that are difficult to detect to large masses that can be more readily 

identified. The irregularity in size poses a challenge for models to consistently detect tumors across all magnitudes, as the model must be able to identify 

both subtle and prominent tumors. Additionally, brain tumors can have a wide variety of shapes, from well-defined and rounded masses to irregular and 

complex structures. Tumors with jagged, undefined borders are particularly difficult for models to classify because the traditional assumption of smooth, 

continuous edges in image analysis may not hold. This irregularity in shape demands that the model is capable of learning and adapting to complex 

patterns that do not conform to typical geometric expectations. The intensity of the tumor on MRI images is another important factor, as tumors often 

appear in varying shades of brightness. Tumors can appear hyperintense (bright) or hypointense (dark) depending on the type of MRI sequence used and 

their relationship with surrounding tissues. This variability in intensity further complicates classification, as the model must be robust to different MRI 

modalities, intensities, and the inherent noise in the images. 

3. Scalability and Future Extensions 

Initially, the project focuses on analyzing 2D MRI slices, which are simpler to process and require less computational power compared to 3D volumetric 

data. However, as the field advances and the demand for more comprehensive and accurate models grows, there will be a need to scale up to 3D data. 

This shift to volumetric analysis presents several technical challenges. Unlike 2D slices, 3D MRI scans contain an additional dimension, significantly 

increasing the amount of data to be processed. 3D data also introduces complexity in feature extraction, as the model must learn to understand and 

interpret the spatial relationships between slices, which is a more difficult task than analyzing individual 2D images. 

Furthermore, MRI scans often consist of multiple sequences, such as T1, T2, and FLAIR, each providing different information about the brain and tumors. 

Integrating these multiple sequences into a unified model will require handling varying image characteristics, such as contrast and resolution, which can 

complicate the analysis. Additionally, including patient history, such as medical records or demographic data, could enhance the model’s predictive 

accuracy. However, combining this data with imaging data presents challenges in terms of data preprocessing, feature alignment, and ensuring that all 

modalities are correctly integrated to improve model performance without introducing bias or errors. 

SOLUTIONS:  

1. Flexible model Architectures 

The Since brain tumors can exhibit significant variability in both shape and intensity, it is essential for models to be designed with enough flexibility to 

adapt to these irregularities. Tumors often have non-uniform shapes—ranging from well-defined, rounded masses to jagged, irregular structures that are 

difficult to delineate. Additionally, their intensity can vary considerably depending on the MRI sequence used, and these differences can confuse models 

if not handled properly. To address these challenges, one effective approach is to use region-based Convolutional Neural Networks (CNNs), such as 
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U-Net or Mask R-CNN. These models are capable of segmenting the tumor area first before classification. The segmentation step is crucial because it 

isolates the region of interest (i.e., the tumor) from the rest of the image, which is often filled with irrelevant information or noise. By focusing on the 

tumor region, the model reduces the influence of irrelevant background or non-tumor structures. This allows the model to learn tumor-specific features 

more effectively, regardless of the shape or intensity. U-Net, for example, utilizes an encoder-decoder architecture that helps in identifying the boundaries 

of tumors with irregular shapes, while Mask R-CNN uses region proposal networks to detect and segment tumors at various scales. This combination of 

segmentation and classification helps ensure accurate detection, even when tumors have undefined or irregular borders. 

2. Data Augmentation 

One effective approach to overcoming the challenge of limited datasets in medical imaging is data augmentation, a technique that artificially expands 

the dataset by applying a variety of transformations to the existing MRI images. Data augmentation helps mitigate the risk of overfitting by increasing 

the diversity of the data the model is exposed to during training. Common transformations include rotation, flipping, scaling, cropping, and brightness 

adjustments. These alterations simulate real-world variability, allowing the model to learn more generalized features from the images rather than 

memorizing specific patterns. 

For example, applying random rotations can simulate the different orientations of the brain and tumors that might be encountered in real-world medical 

practice. Scaling transformations help the model recognize tumors at different sizes, ranging from small, subtle lesions to large masses. Flipping the 

images horizontally or vertically mimics different anatomical orientations that might be encountered. Similarly, cropping and resizing can simulate 

different zoom levels and focal points on the tumor, helping the model learn to detect tumors regardless of their position in the image. Brightness and 

contrast adjustments also help simulate variations in MRI intensity levels, making the model more robust to the differences in scanner settings or image 

quality. Together, these augmentations allow the model to generalize better, improving its robustness and accuracy in detecting tumors under diverse 

conditions. 

3. Incorporating Patient History 

To effectively incorporate patient history alongside imaging data, multimodal deep learning architectures can be employed. These architectures are 

specifically designed to process and integrate multiple types of data, such as MRI images and clinical information (e.g., age, gender, genetic background, 

and medical history), in a unified framework. A common strategy involves using two separate neural network branches: one branch processes the image 

data using a Convolutional Neural Network (CNN), while the other processes tabular clinical data through a series of fully connected (dense) layers. 

After extracting meaningful features from both types of input, the outputs from these two branches are fused together. There are different fusion strategies 

to achieve this integration. In early fusion, clinical data is combined with image features at an early stage of the network, allowing the model to learn 

correlations between clinical attributes and spatial features from the beginning. In late fusion, each modality is processed independently to a deeper level, 

and the extracted features are merged closer to the decision-making layer. This allows each network to specialize in its domain before contributing to the 

final prediction. By combining both visual and clinical features, the model can leverage a richer set of information, leading to improved diagnostic 

accuracy and more personalized predictions. 

 

Fig 2 System Overview 

RESULTS:  

The developed brain tumor detection and classification system demonstrated highly promising results by effectively leveraging deep learning techniques 

on MRI images. Using a hybrid model based on Convolutional Neural Networks (CNNs) and advanced preprocessing strategies, the system achieved 

strong performance across multiple evaluation metrics. After training and testing the model on a publicly available dataset containing 2D MRI slices, the 

system attained an accuracy of around 95%, indicating that it correctly classified most of the images into their respective tumor categories (glioma, 

meningioma, and pituitary tumor). 



International Journal of Research Publication and Reviews, Vol 6, Issue 4, pp 14325-14330 April 2025                                     14329 

 

 

Further analysis showed that the system also performed well in terms of precision, recall, and F1-score across all classes. High precision confirmed that 

the model produced very few false positives, while high recall indicated that it successfully detected most actual tumor cases. The F1-score, a harmonic 

mean of precision and recall, reflected the model’s balanced performance, even in the presence of class imbalance. 

In addition to classification, the project successfully integrated visualization techniques such as Grad-CAM, which highlighted tumor regions on the 

MRI images. This added explainability to the model’s predictions, helping radiologists understand the basis of the model’s decision-making process and 

increasing trust in the system. 

The data augmentation techniques implemented, including rotations, flipping, and scaling, significantly improved the model’s robustness against 

variations in tumor size, orientation, and intensity. Furthermore, the user-friendly interface developed during the project enabled easy uploading of MRI 

images and viewing of prediction results, making the system accessible even for non-technical users. 

Overall, the project successfully achieved its objectives of developing an accurate, reliable, and interpretable brain tumor detection tool. It lays a strong 

foundation for future improvements, such as extending the system to 3D MRI analysis, multi-sequence integration, and combining imaging data with 

patient history for even more precise predictions. 

 

FUTURE ENHANCEMENT 

Based on the outcomes and architecture proposed in this research, several future enhancements can be pursued to further improve the system’s 

effectiveness, scalability, and clinical applicability. 

One important direction is the expansion of the dataset. While the model was trained on 2270 brain MRI images, increasing the size and diversity of the 

dataset by including scans from different demographics, MRI machines, and imaging protocols would improve the model’s generalizability. Additionally, 

including rare tumor types and multi-institutional datasets would help address class imbalance issues and strengthen the model's performance across a 

wider variety of cases. 

Another promising enhancement lies in improving the model’s architecture. Future work can explore more advanced Transformer variations 

specifically designed for medical imaging, such as Vision Transformers (ViTs) or Swin Transformers, which can better handle the complexities of high-

resolution medical scans. Moreover, implementing self-supervised pretraining strategies could allow the model to learn from unlabeled data, which is 

abundant in the medical field, thus reducing the dependency on large amounts of annotated data. 

Real-time deployment in clinical environments is also a key future goal. For this, optimizing the model to achieve faster inference times without 

sacrificing accuracy is crucial. Techniques like model pruning, quantization, and knowledge distillation can be employed to create lightweight models 

suitable for integration into hospital systems such as PACS (Picture Archiving and Communication Systems). This would allow radiologists to use the 

tool in real-time to assist diagnosis during patient evaluations. 

The system can also be expanded to analyze 3D volumetric MRI data instead of just 2D slices. 3D models would better capture spatial relationships 

between tumor structures and surrounding tissues, leading to even more accurate classifications. Furthermore, integrating multi-sequence MRI scans 

(like T1, T2, and FLAIR) would provide a richer information source, enhancing the model’s decision-making capability. 

Another major enhancement involves incorporating patient history and clinical data. Using multimodal models that combine imaging data with patient 

demographics, genetic information, and prior medical records can lead to more personalized and context-aware predictions. 

Finally, clinical validation and regulatory approval are essential for real-world application. Extensive clinical testing on unseen hospital datasets and 

collaboration with healthcare professionals would ensure the system's safety, reliability, and compliance with standards like HIPAA and FDA regulations. 

Together, these enhancements can transform the current model from a strong academic prototype into a comprehensive, deployable tool for early brain 

tumor detection and personalized treatment planning. 
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CONCLUSION:  

This project successfully demonstrated the development of a hybrid deep learning model combining Convolutional Neural Networks (CNNs) and 

Transformers for accurate brain tumor classification from MRI images. By utilizing CNNs for local feature extraction and Transformers for 

understanding global contextual information, the model achieved strong performance across key evaluation metrics such as accuracy, precision, recall, 

and F1-score. Training on a dataset of 2270 brain MRI images, the model showed significant potential as a dependable diagnostic support tool for 

radiologists, enabling faster and more consistent tumor detection. Challenges such as limited datasets, tumor variability in size, shape, and intensity, 

and scalability to 3D volumetric data were carefully addressed through techniques like data augmentation, architectural flexibility, and modular design 

for future expansion. While the current system focuses on 2D slices, it lays a strong foundation for integrating 3D MRI analysis, multi-sequence 

imaging, and clinical metadata in future work. The project highlights the transformative role that deep learning can play in medical imaging, ultimately 

aiming to enhance early diagnosis, personalized treatment planning, and clinical decision support. Future enhancements will focus on real-time 

deployment, larger datasets, and multimodal integration to fully realize its clinical potential. 
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