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A B S T R A C T 

This study compares two recent breakthroughs in bioinformatics optimization: the Integrated Bioinformatics Optimization Model (IBOM) and the Aquila Influenced 

Shark Smell Optimization (AISSO)-based hybrid deep learning model.  While IBOM optimizes human protein interaction predictions using classic optimization 

techniques such as Whale Optimization Algorithm (WOA), Genetic Algorithm (GA), Ant Colony Optimization (ACO), Multi Verse Optimization (MVO), and 5-

fold Cross Validation (CV), the AISSO-based approach uses hybrid neural networks and innovative optimization approaches to achieve accurate sequence-based 

PPI prediction.  The analysis looks at performance measures, computational efficiency, adaptability to protein datasets, and the practical implications for 

bioinformatics applications.  The results show that IBOM has higher precision and interpretability, whereas AISSO excels in generalization and advanced feature 

extraction via semantic enrichment. 
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1. Introduction 

Protein-protein interactions (PPIs) are the foundation of many biological processes, including cellular signaling, immunological responses, metabolic 

regulation, and gene expression. Studying these relationships is critical for advancing biomedical research, particularly in drug development, illness 

modeling, and therapeutic target identification. However, because to the complexity and dynamic nature of biological systems, accurately predicting PPIs 

is a substantial computational problem (Gündüz et al., 2024). The complexity of biological data, marked by high dimensionality, sparsity, and semantic 

heterogeneity, necessitates advanced mathematical models that go beyond typical statistical methods. 

To solve these issues, the combination of optimization approaches with machine learning, particularly deep learning, is growing as a viable strategy in 

computational biology (Ahmed et al., 2024). Optimization methods allow for efficient search inside huge, complicated solution spaces, improving the 

accuracy and adaptability of PPI prediction algorithms (Hu & Ohue, 2024). At the same time, architectures for deep learning can extract significant 

representations from raw biological information, eliminating the requirement for human feature engineering. The combination of these methodologies 

brings up new possibilities for more accurate and computationally feasible PPI prediction.. 

This research compares the performance of two sophisticated models created for PPI prediction. The first is the IBOM, which uses a stacking ensemble 

of various optimization techniques to improve robustness and predictability. The second is an AISSO-based deep learning model that uses semantic 

analysis and gene ontology (GO)-based features in a deep architecture to improve sequence-based predictions. While the IBOM model focuses on 

optimization-driven integration and adaptation across datasets, the AISSO-based model excels at capturing semantic linkages and biological significance 

using GO characteristics. 

The primary goal of this study is to assess the strengths and limits of these models from a variety of angles, including prediction performance, 

computational efficiency, interpretability, and adaptability to various bioinformatics datasets. By investigating their theoretical foundations, architectural 

designs, and empirical outcomes, we hope to gain a better understanding of their applicability for diverse PPI-related tasks in bioinformatics research. 

These comparative studies are critical for aiding academics and practitioners in picking models that are best suited for biological contexts and computing 

restrictions. 

The rest of the paper is structured as follows: Section 2 discusses the technique, including the architecture, optimization strategies, and dataset properties 

of the IBOM and AISSO-based models. Section 3 summarizes the findings of the comparative analysis, including quantitative performance measurements 

and qualitative observations. Section 4 analyzes the consequences of the findings, emphasizing the trade-offs and application-specific concerns for each 

model. Finally, Section 5 summarizes the paper and suggests future research paths in PPI prediction utilizing optimization and hybrid deep learning 

algorithms. 

http://www.ijrpr.com/
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2. Methodology 

2.1 Model 1: IBOM Approach 

The IBOM is a modular design that combines multiple nature-inspired metaheuristic algorithms to improve predicted performance for PPI categorization 

tasks.  The IBOM technique uses a structured and modular workflow to optimize human protein interaction prediction, as shown in Fig. 1.  The procedure 

starts with data gathering and preprocessing, in which raw protein interaction data from the Figshare repository is cleaned and standardized using min-

max scaling methods.  Following that, Principal Component Analysis (PCA) is used to extract features and reduce dimensionality, and Gaussian Mixture 

Models (GMM) are used to cluster the dataset and find essential distributions.  The next phase entails integrating optimization algorithms to improve 

model performance.  Four metaheuristic algorithms (WOA, GA, ACO, and MVO) are used independently to tune hyperparameters and choose the most 

relevant features. The model's adaptability is assessed using a 5-fold CV technique, which yielded remarkable results: accuracy of 98.61%, precision of 

99.30%, and specificity of 96.59%.  Finally, the system is implemented in MATLAB R2020a, which includes powerful built-in functions for PCA, GMM, 

and classification applications. 

 

Fig. 1 – Pipeline of Model 1. 

2.2 Model-2: AISSO Approach 

DL-PPI and other contemporary deep learning frameworks have shown great promise in sequence-based prediction of PPIs (Wu et al., 2023), frequently 

relying on semantic-rich features and biological embeddings to improve generalization (Taha, 2025)(Soleymani et al., 2022).  Deep architectures, such 

as RNNs and DBNs, have proven very useful in simulating complex biological sequences (Gonzalez-Lopez et al., 2018)(Dang & Vu, 2024).  Furthermore, 

novel techniques such as AlphaFold have transformed structure prediction, enabling improved downstream tasks such as PPI analysis (Lee et al., 2023). 

The AISSO model expands on this basis by combining deep sequence modeling with semantic enrichment via GO, drawing motivation from transformer-

based fusion (Aksamit et al., 2024), and using optimization approaches like the Shark Smell Optimization (SSO) algorithm (Mohammad-Azari et al., 

2018).  Feature fusion procedures similar to those used in xCAPT5 and fusion-based models (Dang & Vu, 2024)(Tran et al., 2024) contribute to the 

AISSO architecture's effectiveness. 

The hybrid deep learning model built for PPI prediction reflects findings observed in a survey of recent PPI approaches, which show that deep models 

outperform standard models when appropriately tuned (Kumar, 2017).  These findings are consistent with the work of Thareja and Chhillar (Thareja et 

al., 2024), demonstrating the accuracy of semantic-informed hybrid models in PPI prediction tasks.To improve PPI prediction, the AISSO-based model 

uses a biologically inspired deep learning architecture that has been augmented with semantic and GO-based enrichment.  The AISSO-based model is 

based on a hierarchical neural architecture designed to maximize the use of semantic and sequence-based data in PPI prediction, as can be seen in Fig. 2.  

The procedure starts with feature construction, which uses protein sequence data to derive three important categories of features: (1) physical features of 

amino acid sequences, (2) GO-based annotations of biological processes, molecular activities, and cellular components, and (3) semantic similarity scores 

computed using ontology-driven metrics that compare protein phrases. 
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The enriched feature set is analyzed using a dual neural network design. An Improved Recurrent Neural Network (IRNN) is used to recognize the 

sequential nature of protein sequences, while a Deep Belief Network (DBN) made up of stacked Restricted Boltzmann Machines recovers high-level 

hierarchical representations. Their results are integrated using a score-level fusion process, which improves the strength of the resultant feature 

representation.  

To maximize the efficiency of this hybrid network, the model employs Aquila Influenced Shark Smell Optimization (AISSO), a metaheuristic that 

combines the exploratory capability of the Aquila optimizer coupled with the exploitative refining skills of the SSO technique. AISSO refines model 

weights, fusion scores, and important hyperparameters. 

Ultimately, during the training and validation phase, the framework is trained using backpropagation, and validation accuracy and loss are monitored to 

evaluate performance. The results showed that the AISSO model had better generalization, particularly on semantically enriched datasets. 

 

Fig. 2 – Pipeline of Model 2. 

2.3 Dataset and Preprocessing 

Both the IBOM and AISSO models rely on publically available datasets curated from credible bioinformatics repositories to provide superior pertinent 

data for PPI prediction tasks.  The IBOM dataset, obtained from the Figshare repository, consists of binary protein interaction records, with each entry 

containing a number of attributes representing protein pair properties.  These data are classified as positive or negative depending on whether or not the 

proteins interact.  In contrast, the AISSO dataset includes protein sequences with Gene Ontology (GO) annotations.  This dataset has been carefully 

filtered to include a varied range of interacting and non-interacting proteins.  To preserve integrity of the data, redundancy is reduced using sequence 

similarity thresholds, and only high-confidence GO annotations are retained. 

Both models' preprocessing phases include a number of significant stages.  Missing value treatment is carried out using mean or mode substitution, based 

on the attribute type.  Normalization strategies vary according on the nature of the features: min-max scaling is applied for IBOM, while AISSO utilizes 

a combination of Z-score normalization and min-max scaling.  PCA is used to reduce dimensionality in the IBOM dataset, while the AISSO model 

reduces GO embeddings using feature ranking algorithms.  Furthermore, the AISSO approach uses encoding and transformation techniques including 

one-hot encoding and embedding layers to efficiently accommodate categorical protein information, increasing the model's ability for learning from 

semantic and structural representations. 

3. Results 

3.1 Summary of Techniques 

Table 1 illustrates the important distinctions within the IBOM and AISSO models on a variety of essential characteristics. The IBOM model's main 

technique is based on metaheuristic optimization, which includes methods such as GA, WOA, ACO, and MVO. Conversely, AISSO uses a hybrid deep 

learning technique, combining AISSO algorithm and deep learning algorithms such as IRNN and DBN. 
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In respect to dataset focus, IBOM emphasizes binary human protein interaction data, whereas AISSO is intended to operate with sequence-based PPIs 

enhanced with semantic characteristics. In terms of interpretation, IBOM delivers greater transparency because of its modular and rule-based optimization 

structure, whereas AISSO offers moderate interpretation due to the complex nature of its deep learning elements.  

Finally, in the overall scheme of semantic enrichment, AISSO includes GO concepts to increase biological relevance, which is missing from the IBOM 

model. This semantic integration enables AISSO to more accurately detect operational and contextual links between proteins, providing an advantage in 

knowledge-based prediction scenarios. 

Table 1 – Summary of Techniques. 

Feature IBOM AISSO 

Core Method Metaheuristic Optimization Hybrid Deep Learning 

Algorithms Used GA, WOA, ACO, MVO AISSO (Aquila + SSO), IRNN, DBN 

Dataset Focus Human Proteins Sequence-based PPIs 

Interpretability High Moderate 

Semantic Enrichment No Yes (GO terms) 

3.2 Performance Metrics 

Both models' performance parameters were measured using accuracy, precision, sensitivity, specificity, and the F1-score, as shown in table 2 along with 

the comparison bar chart in Fig. 3. These indicators offer an extensive viewpoint on each model's prediction abilities: 

Accuracy: IBOM obtained 98.61% accuracy, demonstrating great overall consistency in classifying interactions.  AISSO achieved approximately 88% 

accuracy, which, while lower than IBOM, is nevertheless regarded strong given the difficulty of sequence-based PPI predicting tasks. 

Precision: The model's capability to find meaningful occurrences.  IBOM achieved a near-perfect precision of 99.30%, which is especially useful in 

scenarios where false positives must be reduced.  AISSO's precision is said to be high, however it is not quantitatively stated in its source, indicating a 

need for additional analysis. 

Sensitivity (Recall): IBOM had a sensitivity of 88.64%, indicating it accurately identified a significant number of actual interactions. AISSO was 

moderately sensitive, indicating an equilibrium between detecting interactions while preventing misclassification.  

Specificity: IBOM demonstrated 96.59% specificity in distinguishing between interacting and non-interacting proteins. AISSO also performed well in 

terms of specificity, because of the use of GO and semantic data to interpret biological roles.  

F1-Score: IBOM had an F1-score of 92.31%, indicating a high precision and recall. AISSO did not provide an exact F1-score, but showed excellent 

results based on qualitative assessments of its semantic-driven feature selection. 

Table 2 – Summary of Techniques. 

Metric IBOM AISSO 

Accuracy 98.61% ~88% 

Precision 99.30% High 

Sensitivity 88.64% Moderate 

Specificity 96.59% High 

F1-Score 92.31% Not stated 

Error Rate 10.80% Not stated 

 

Fig. 3 – Comparison of Model 1 and 2 on the basis of performance metrics. 

3.3 Computational Efficiency 

The IBOM model is highly efficient since it is implemented with MATLAB's optimized libraries and relies on deterministic optimization procedures. 

These characteristics contribute to a shorter training duration—usually under 20 minutes—and a memory usage of less than 4 GB. This makes IBOM 

ideal for usage in contexts with low computing resources. In comparison, the AISSO model, while superior in semantic feature representation, is highly 

computational. It typically takes 4-6 hours of training time, GPU acceleration for neural components like IRNN and DBN, and memory use ranging from 
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12 to 16 GB. Despite the increased resource demand, AISSO's capacity to incorporate biologically rich, ontology-based information validates its use in 

high-stakes and research-intensive informatics applications. The comparison is shown in table 3. 

Table 3 – Computational Efficiency Comparison. 

Parameter IBOM AISSO 

Implementation Tool MATLAB R2020a MATLAB R2020a 

Memory Footprint Low (≤ 4 GB) High (12–16 GB) 

Training Time Short (≤ 20 minutes) Long (4–6 hours) 

Hardware Requirement Standard CPU system High-end GPU-supported system 

Model Complexity Shallow, rule-based optimization Deep hybrid architecture with semantic feature 

fusion 

Scalability High for structured datasets High for complex, high-dimensional semantic data 

Best Use Case Lightweight bioinformatics 

applications 

Research-intensive, semantic-rich biomedical 

modeling 

3.4 Adaptability 

IBOM is adaptable to different structured biological datasets.  Its optimization algorithms and modular pipeline allow for easy adaptation and extension 

with minimum retraining.  In contrast, AISSO excels in semantically rich, unstructured, and complex data settings. 

IBOM offers improved interpretability, rapid prototyping, and precise forecasts for clean, structured protein datasets. 

AISSO excels in deep biological insight, semantic integration, and PPI prediction tasks with complicated annotations like gene ontology or functional 

pathways. 

Together, the results show a clear trade-off: IBOM offers a realistic solution for rapid and accurate analysis, whereas AISSO focuses on depth, learning 

complexity, and generalization, although at the expense of computing demand. 

4. Discussion 

4.1 Strengths and Limitations 

The IBOM model's main strength is its ease of use, accessibility, and outstanding accuracy on structured datasets. The use of widely recognized 

optimization methods such as WOA, GA, ACO, and MVO offer adaptability and versatility across a wide range of biological datasets. Its low computing 

requirement makes it ideal for locations with limited resources, such as academic labs and diagnostic centres. Furthermore, the inclusion of 5-fold cross-

validation improves generalizability while minimizing overfitting. However, IBOM's reliance on structured and pre-engineered features may limit its 

usefulness when interacting with unstructured or semantically complicated data sets. 

In contrast, AISSO combines powerful deep learning models with biologically rich data like gene ontology annotations and semantic similarity 

measurements. This enables AISSO to uncover deeper contextual associations between proteins, leading to robust generalisation powers even with noisy 

or high-dimensional datasets. Its score-level combination of deep belief networks and recurrent neural networks enables it to simulate both sequential 

dependencies and high-level abstractions. The trade-off includes increased processing costs and lower transparency, making AISSO less interpretable 

and more difficult to implement in resource-constrained contexts. Table 4 shows the strengths and limitations of both the models. 

Table 4 – Strength and Limitations of Model 1 and 2. 

Aspect IBOM AISSO 

Strength High accuracy with traditional methods Advanced learning with semantic depth 

Limitation Less adaptable to unstructured inputs - 

Aspect IBOM AISSO 

Strength High accuracy with traditional methods Advanced learning with semantic depth 

Limitation Less adaptable to unstructured inputs - 
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4.2 Comparative Insights 

The comparison of IBOM and AISSO indicates complementing benefits that are associated with diverse practical contexts in bioinformatics. IBOM 

excels in situations where fast, reliable predictions are required and structured datasets are easily available. It is suited for use cases such as high-

throughput screening, biomarker identification, and circumstances that require interpretability. 

On the other hand, AISSO is extremely useful in exploratory or research-driven applications that require a deeper understanding of the biological 

semantics of protein activity and interactions. Its architecture is ideal for integrative omics research, complicated PPI network design, and annotation-

rich biomedical datasets. 

From a deployment standpoint, IBOM's ease of adoption and maintenance enables routine and repeatable procedures. While AISSO necessitates more 

sophisticated computing settings and skills, it is best suited for cutting-edge research and applications where the depth of biological interpretation warrants 

the computational expenditure. 

Conclusion and Future Work 

This comparative investigation of the IBOM and AISSO models shows that both have great potential for improving PPI prediction in bioinformatics. 

IBOM provides a practical, effective approach with excellent interpretability and performance on well-structured datasets. Its dependence on traditional 

optimization approaches makes it simple to implement and fine-tune in a variety of biological applications.  

In contrast, AISSO offers a novel paradigm for incorporating semantically rich biological information into a deep learning pipeline. Although it requires 

more computer power and has interpretability issues, it excels at capturing the intricate, nonlinear relationships seen in sequence-based and ontology-

enriched datasets. 

Future study could investigate the combination of these two techniques, incorporating AISSO's biologically inspired feature extraction into IBOM's 

optimization framework. This could result in a new class of interpretable, semantically powerful models. Furthermore, verifying our models against 

multi-species datasets, real-world experimental PPI networks, and future drug-target interactions would demonstrate their value and robustness in 

translational bioinformatics. 
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