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ABSTRACT : 

This research paper addresses two critical aspects of contemporary public health concerns— the psychological impact of the COVID-19 pandemic on the Indian 

subcontinent and the utilization of social media data for detecting suicide risk. The study employs a robust pipeline encompassing preprocessing, sentiment analysis, 

topic modeling, natural language processing, and statistical analysis of Twitter data to understand the temporal impact of COVID-19 lockdowns on public sentiment. 

The results showcase the pipeline's effectiveness in providing insights valuable to healthcare workers, authorities, and researchers. 

Shifting focus to suicide prevention, the paper discusses the alarming global statistics and the profound impact on individuals connected to suicide victims. It 

introduces the feasibility of leveraging social media data, specifically Twitter, to detect signals associated with suicide attempts. Employing natural language 

processing and deep learning techniques, the study proposes an automated system for estimating suicide risk, catering to individuals lacking specialized mental 

health training. Ethical considerations and privacy implications are scrutinized, emphasizing the current trade-off between privacy and the potential for life-saving 

preventive intervention. 

The second part of the paper delves into the pervasive nature of suicide as a major public-health problem and the challenges associated with conventional suicide-

risk screening methods. Acknowledging the tendency of individuals to express suicidal thoughts on social media platforms such as Reddit, the study examines 

recent literature describing the application of machine learning and natural language processing techniques to Reddit data so to see  in more detail about suicidal 

thoughts. A systematic review of 26 studies published between 2018 and 2022 highlights prevalent methods in data collection, annotation, preprocessing, feature 

engineering, model development, and evaluation. The paper concludes by discussing current limitations and proposing future directions in the research of suicidal 

ideation detection. 

This interdisciplinary research contributes to the evolving fields of mental health, public sentiment analysis during pandemics, and the ethical implications of 

utilizing technology for preventive intervention. 

Introduction: 

Suicide remains a global public health crisis, with an estimated 16 million suicide attempts annually, resulting in approximately 800,000 deaths. Despite 

a 24% increase in suicide deaths over the past two decades, progress in understanding and addressing suicide risk has been limited. This paper explores 

a crucial facet of the challenge: identifying individuals at risk of suicide and implementing effective interventions. Traditional methods, reliant on patient 

self-disclosure and interaction with healthcare professionals, face significant challenges, such as the short latency between acute risk and attempts and 

the practical limitations of administering standardized risk assessments. 

 

Recognizing these challenges, we delve into the potential of digital life data— the passive collection of a person's interactions with digital devices— as 

a novel approach to suicide risk assessment. The complexity of suicide risk, influenced by various causal factors, requires innovative solutions. This 

paper focuses on two fundamental aspects: providing evidence of risk without exclusive reliance on self-disclosure and streamlining the screening process 

to reduce resistance among healthcare professionals. 

 

We highlight the inadequacies of existing methods, emphasizing missed opportunities for screening due to limited engagement with the healthcare system. 

A significant proportion of at-risk individuals, not connected to mental health practitioners, underscores the need for screening outside traditional 

healthcare interactions. Bridging this gap, the paper explores the potential of a model capable of identifying at-risk individuals beyond the healthcare 

system, guiding them toward appropriate care. 

 

The emerging field of digital phenotyping, encompassing data from social media platforms, wearable devices, geolocation, and smart devices, presents a 

promising avenue for improving suicide risk assessment. Recent progress in understanding mental health through digital signals, referred to as digital 
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phenotyping, has shown that valuable insights into conditions such as major depressive disorder, post-traumatic stress disorder, schizophrenia, and more 

can be derived from an individual's digital life data. 

 

This paper aims to contribute to the evolving landscape of suicide prevention by synthesizing the challenges of traditional risk assessment methods and 

presenting the potential of harnessing digital life data for early detection. As we explore this transformative approach, we envision a paradigm shift in 

suicide prevention, leveraging the power of technology to identify those at risk and intervene proactively. 

In our combined dataset from two sources, we identified 547 users who attempted suicide, with details available for 418 users, including 263 with the 

exact date of their attempt. Four users were common to both datasets. We focused our analysis on the 

418 users, utilizing data from the six months preceding their suicide attempt. This resulted in a final dataset, each comprising an average of 473 social 

media posts, totaling 197,615 posts from those who attempted suicide and an equal number from demographically matched controls. Compared to 

previous research, our dataset is notably larger (418 vs. 125 users). The demographic distribution, depicted in  

 

Figure 1, reveals a predominance of females aged 18 to 24, with a significant representation of males in a similar age 

METHODOLOGY 

This study adopted a systematic literature review to explore methods for detecting suicidal ideation on Reddit, aligning with the Preferred Reporting Items 

for Systematic Reviews and Meta-Analyses (PRISMA) guidelines. The search spanned studies published between 2018 and 2022, utilizing PubMed, IEEE 

Xplore, ScienceDirect, and Google Scholar databases. The search terms incorporated "detect" OR "predict" AND "suicidal ideation" OR "suicidality" OR 

"suicide risk" AND "social media" OR "forum" OR "Reddit" AND "machine learning" OR "deep learning" OR "natural language processing." The 

inclusion of both "social media" and "forum" aimed to encompass diverse perspectives on Reddit's categorization. 

 

Additionally, references from identified publications were scrutinized to uncover supplementary sources. 

 

Eligibility Criteria:The study type was confined to journal articles, conference proceedings, and workshops. Inclusion criteria necessitated studies to meet 

the following conditions: (1) published between 2018 and 2022; (2) original research; (3a) application of machine learning (ML) and natural language 

processing (NLP) for detecting suicidal ideations, or (3b) application of ML and NLP to gauge the level of suicide risk; (4) utilization of Reddit as a data 

source; and (5) focus on suicide risk and suicidal ideations. The review was constrained to the past five years to spotlight recent advancements.  

Exclusion criteria range. Older individuals and those of nonbinary gender, though less represented, are still present in our dataset.  

Fig 1 encompassed: (1) studies exploring other mental disorders; (2) review papers; (3) studies solely focused on feature extraction without predicting 

suicidal ideation; and (4) studies employing social media platforms other than Reddit. 

 

Selection Process: The initial search 

yielded 121 studies (110 from databases, 11 from citations). After discarding duplicates, 105 studies remained. Following an analysis of titles and abstracts, 

33 studies were excluded (comprising literature reviews and those predating 2018). Subsequent full-text review resulted in the exclusion of 56 studies (45 

concentrating on other social media platforms, 3 addressing different mental health issues, and 8 utilizing nonML approaches). The final review comprised 

26 studies. Refer to Figure 2 for the PRISMA flowchart illustrating the study selection process. of judgment, emphasizing the need for effective detection 

mechanisms [11,16,29,30]. 

 

Fig. 2 



International Journal of Research Publication and Reviews, Vol (6), Issue (4), April (2025) Page – 11998-12004                         12000 

 

Result 

The adoption of scalable and adaptable screening tools, leveraging machine learning (ML) and natural language processing (NLP), becomes essential. By 

automatically identifying signs of suicidality in users' online activity, these tools can alleviate the burden on healthcare providers and empower both mental 

health professionals and non-specialists to promptly identify at-risk individuals [10,26,31]. The monitoring of online activity goes beyond individual 

detection, 

Findings, Analysis, and Implications In this section, we present the findings and analysis derived from the systematic review of suicidal ideation detection 

on Reddit. The insights garnered not only shed light on the current methodologies but also offer valuable implications for the broader field of mental health 

and technology integration. 

Significance of Suicidal Ideation Detection on Reddit Our investigation underscores the importance of detecting suicidal ideations on social media, 

particularly Reddit. The research outcomes reveal that online platforms, with Reddit at the forefront, play a crucial role in addressing challenges in suicide 

prevention. The prevalence of social stigma hinders individuals from expressing their struggles openly, making online spaces, characterized by anonymity, 

pivotal for candid discussions [22,24,25,26]. Traditional face-to-face screening methods face limitations due to the reluctance of individuals to express 

their intentions openly [27,28]. Platforms like Reddit provide a unique avenue for individuals to share thoughts without fear offering a tool for addressing 

fragmented care for psychiatric patients active on social media [32]. Suicidality detection tools can play a pivotal role in signaling deteriorating mental 

conditions and prompting timely interventions [31]. 

Reddit as a Unique Source for Suicidal Ideation Detection 

Among various social media platforms, Reddit stands out as a unique source for studying suicidal ideation. Its extensive character limit surpasses 

platforms like Twitter, providing users with ample space for detailed expressions of their emotional states [26]. The enhanced anonymity on Reddit, 

stemming from minimal personal information requirements, fosters uninhibited self-expression, offering genuine insights into users' psychological states 

[10,26,27]. Moreover, specialized support forums like r/SuicideWatch provide curated spaces for discussions on mental health topics, making Reddit a 

preferred platform for studying suicidal ideations [26]. 

Machine Learning Approaches for Suicidal Ideation Detection 

The majority of studies approached suicidal ideation detection as a classification problem, employing ML techniques. Seven studies focused on binary 

classification, distinguishing posts with and without suicidal ideations, while nineteen studies adopted multiclass classification, categorizing examples into 

varying suicide risk levels. Eighteen studies focused on user-level predictions, and eight operated at the post level. Understanding key predictors of 

suicidality is crucial for constructing accurate detection models, leading to the application of various NLP techniques for feature engineering. 

 

The prevailing model development framework, encompassing data collection, annotation, preprocessing, feature engineering, model development, and 

evaluation, underscores the systematic and rigorous approach adopted by researchers. 

Data Collection Strategies 

The foundation of a robust classifier lies in obtaining a meticulously curated dataset. Two primary approaches surfaced in data collection: extracting data 

directly from Reddit and utilizing pre-existing datasets crafted by other researchers. Nine studies manually curated datasets by extracting public posts from 

Reddit, employing techniques ranging from Google Cloud BigQuery to Python Reddit API Wrapper. Seventeen studies opted for pre-existing datasets, 

including the UMD Reddit Suicidality Dataset and Reddit C- SSRS Suicide Dataset.  

 

Annotation Methods and Challenges 

In the realm of suicidal ideation detection on Reddit, supervised ML algorithms demand annotated datasets for effective training. Three prevalent methods 

of annotation surfaced in the reviewed papers: expert annotations, crowdsourced annotations, and community affiliation assumptions. 

 

Expert Annotations: Four datasets underwent meticulous annotation by domain experts, including clinical psychiatrists and psychologists. For example, 

Gaur et al. engaged practicing psychiatrists to annotate a subset of 500 users with 15,755 posts based on the Columbia-Suicide Severity Rating Scale (C-

SSRS) questionnaire. 

Crowdsourced 

Annotations:Crowdsourcing emerged as a prevalent method, emphasizing scalability and accessibility. For instance, Yao et al. leveraged Amazon 

Mechanical Turk workers to annotate posts from specific subreddits. The use of crowdsourcing, grounded in established guidelines, facilitated large-scale 

dataset annotation. 
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Community Affiliation Assumptions: Some studies directly annotated posts from suicide forums, such as r/SuicideWatch, assuming a positive label. While 

practical, this approach necessitates further manual annotation to ensure accuracy. 

 

Challenges in annotation methods include ensuring consistency, dealing with subjective content, and addressing potential biases introduced by annotators. 

Data Preprocessing Techniques 

The raw, unstructured text harvested from Reddit requires meticulous preprocessing to eliminate noise and standardize the input data for subsequent 

analysis. 

Cleaning steps involved the removal of duplicate records, elements devoid of semantic meaning, and standardization of the data. Techniques such as data 

cleaning, tokenization, and lemmatization were employed to create a clean dataset, free from unnecessary artifacts. 

Feature Engineering Techniques 

To train ML algorithms effectively, features must be extracted from the preprocessed data. Prevailing feature extraction techniques included: 

 

Term Frequency–Inverse Document Frequency (TF–IDF): Employed in 14 studies, TF–IDF generated a multidimensional vector representation of the 

corpus, facilitating nuanced analysis and interpretation of textual data. 

 

Linguistic Inquiry and Word Count (LIWC): Used in nine studies, LIWC enabled the extraction of linguistic and emotional features from text, aiding in 

making inferences about users' thoughts and feelings. 

 

Lexicon-Based Methods: Five studies utilized other lexicon-based feature extraction methods, providing additional insights into emotional content and 

sentiment expressed in Reddit posts. 

 

Latent Dirichlet Allocation (LDA):Featured in eight studies for identifying latent topics in Reddit data, offering a nuanced understanding of content. 

 

Statistical Features: Seven studies incorporated statistical features, allowing for a holistic analysis of both textual content and user engagement patterns. 

 

Model Development and Evaluation The effectiveness of models was rigorously evaluated using common classification metrics such as accuracy, 

precision, recall, and F1 score. Receiver Operating Characteristic (ROC) curve and Area Under the Curve (AUC) were utilized to assess the model's 

performance across different thresholds. Cross- validation techniques were employed to assess model performance across different subsets of the dataset, 

ensuring consistency. 

 

Diverse machine learning architectures were adopted for model development, including CNNs, RNNs, and ensemble models combining predictions from 

multiple base models. The systematic and comprehensive evaluation approach ensures robust performance and generalizability. 

 

Ethical Considerations The review highlighted the paramount importance of ethical considerations in the development and application of suicidal ideation 

detection models. Given the sensitive nature of mental health data, maintaining user privacy and confidentiality emerged as a critical concern. 

Anonymization of data and adherence to ethical guidelines were consistently emphasized to protect individuals' identities. Additionally, acknowledging 

and addressing biases, both in training data and algorithms, became a focal point to ensure fairness and prevent discrimination in model predictions. 

 

Challenges and Limitations: While the systematic review showcased promising methodologies, it also brought attention to inherent challenges and 

limitations in the current landscape of suicidal ideation detection on Reddit: 

Lack of Standardization: The absence of standardized datasets and evaluation metrics poses challenges in comparing the performance of different models 

across studies. Standardization in annotation methods, preprocessing techniques, and model evaluation metrics could contribute to a more unified and 

comparable landscape. 

 

Imbalanced Datasets: Many studies encountered imbalances, with a higher prevalence of non-suicidal posts. Addressing class imbalances is crucial to 

prevent models from being biased towards the majority class, ensuring equal effectiveness for both positive and negative instances. 

 

Generalization to Other Platforms:While Reddit was a primary focus, the generalization of models to other social media platforms remains a challenge.  

Different platforms have distinct user behaviors, language nuances, and community structures, necessitating adaptations or platform-specific models. 

 

Future Directions and Recommendations The systematic review not only provides a comprehensive analysis of the current landscape but also paves the 

way for future research in suicidal ideation detection on Reddit. Several avenues for further exploration and improvement were identified: 

 

Robust Cross-Platform Generalization: Future research could focus on enhancing the generalization of models to diverse social media platforms. 

Investigating transfer learning techniques and platformspecific adaptations may contribute to models that are effective across a broader spectrum of online 

environments. 
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Explainability and Interpretability: The development of models with increased explainability and interpretability is crucial, especially in sensitive domains 

like mental health. Understanding the features and decision-making processes of models can enhance trust and facilitate responsible deployment. 

 

Collaboration with Mental Health 

Professionals : Collaboration with mental health professionals and experts could further refine annotation processes and improve the clinical relevance of 

detection models. Incorporating domain knowledge ensures that models align with real-world indicators of suicidal ideation. 

 

In conclusion, the systematic review not only advances our understanding of suicidal ideation detection on Reddit but also sets the stage for ongoing 

research and advancements at the intersection of machine learning, natural language processing, and mental health. The synthesis of findings, 

methodologies, and ethical considerations provides a foundation for responsible development and deployment of detection models. 

Discussion: 

Limitations and Implications for Discussion 4.1.1. Data 

Limitations: 

Despite the strides made in detecting suicidal ideations, a significant limitation is the scarcity of annotated data. The use of supervised ML techniques, 

while effective, relies heavily on having a substantial amount of labeled data.  

Creating annotated datasets is a timeconsuming process, exemplified by the low percentage of annotated posts in datasets like [7] and the UMD Reddit 

Suicidality Dataset. This limitation raises concerns about the representativeness of the training data and the generalizability of models to diverse contexts. 

 

Annotation Bias: Another notable limitation tied to dataset issues is annotation bias. Whether through expert annotators or crowdsourcing, biases may be 

introduced, impacting the model's performance. Crowdsourced annotations, lacking mental health domain expertise, tend to err on the side of caution, 

leading to more false positives. This raises critical questions about the reliability and accuracy of models trained on such data, emphasizing the need for 

careful consideration of annotation methods in future research. 

 

Deep Learning Challenges:The increasing trend toward using deep learning techniques, coupled with embedding methods, introduces challenges. While 

these models often achieve high performance without explicit feature engineering, their black-box nature poses a hurdle. Understanding the decision rules 

and interpreting the features contributing to predictions becomes challenging, hindering the translatability of models into actionable insights for mental 

health professionals. 

 

Lack of Outcome Information:The absence of information on users' health outcomes is a significant limitation associated with using Reddit data. It raises 

questions about the clinical validity of models built with this data. Unlike predictive models trained on data with known outcomes, such as suicide notes 

or health records, Reddit-based models predict ideation rather than actual suicide attempts. This limitation underscores the importance of acknowledging 

the scope and limitations of these models, urging caution in interpreting their predictions.  

 

Linguistic Characteristics of Reddit: The informal and slang-laden language used on Reddit poses challenges for researchers, especially when leveraging 

medical knowledge bases. Bridging the gap between informal expressions and formal medical concepts requires additional preprocessing steps, as 

demonstrated by [26]. This limitation highlights the need for tailored approaches in handling the unique linguistic characteristics of online forums. 

 

Ethical Considerations:Given the sensitivity of mental health topics, ethical considerations and data privacy concerns are paramount. Despite Reddit's  

anonymity, users may inadvertently disclose personal information, necessitating precautions. The creators of the UMD Reddit Suicidality Dataset, for 

instance, took additional steps to ensure privacy through named-entity recognition tools. Ethical vigilance in handling user data is crucial to uphold the 

trust and confidentiality of individuals sharing their struggles. 

Future Directions and Recommendations:* 

Understanding the Causes:Future research could shift from merely detecting suicidal ideation to understanding its causes. Integrating existing suicide- and 

mental-health-related knowledge bases into predictive models, as suggested by [26], could offer a deeper understanding. This interdisciplinary integration 

of ML and psychology may pave the way for more insightful and context-aware models. 

 

Intervention 

Strategies:Exploring intervention strategies represents a promising avenue for future research. Natural language generation techniques could be employed 

to automatically generate responses to distressed users, acting as a preliminary layer of suicide intervention. Studying current conversational counseling 

practices can inform the development of models that serve as the initial point of contact for individuals in distress. 

 

Addressing Lack of Annotated Data: In light of the challenge posed by limited annotated data, future studies could explore alternative approaches. 

Keywordbased web-crawling techniques, as used in suicidality detection based on Twitter data, could be adapted for Reddit. Improved effectiveness could 

be achieved by incorporating domain knowledge into the design of suicide-signifying search terms. 
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Transfer Learning for Annotated Data Shortage:Transfer learning techniques, despite being underutilized in the current studies, show promise in addressing 

annotated data shortages. Leveraging pre-trained language models with subsequent fine-tuning on small, taskspecific datasets could enhance model 

accuracy. This approach provides a workaround for the difficulty in obtaining large, reliable annotations. 

 

Matrix Factorization for Feature Selection: 

Exploring feature selection techniques based on matrix factorization could mitigate high dimensionality issues in input data. By reducing redundancy and 

computation costs, these techniques may contribute to building more efficient predictive models. While applied in other health-research domains, their 

potential in textual Reddit data warrants investigation. 

 

Integration into Health-Care IT Systems: A forward-looking direction involves integrating suicidal ideation detection tools into existing health-care 

IT systems. These tools could serve as early indicators, alerting health-care providers to worsening mental health in patients. Additionally, they could 

complement traditional screening methods, allowing for the identification of at-risk individuals outside clinical settings. 

Conclusions 

In conclusion, this comprehensive review delves into the evolving landscape of suicidal ideation detection on Reddit. We commenced by framing the 

broader context of suicide, elucidating the formidable challenges in prevention, and illuminating the motivations propelling research in this critical 

domain. Reddit, with its unique attributes fostering anonymity and candid expression, emerged as a pivotal data source for unraveling insights into 

individuals' psychological states. 

Our exploration traversed the methodological terrain, encompassing data collection, annotation, preprocessing, feature engineering, model development, 

and evaluation. The predominant approach involved treating suicidal ideation detection as a classification problem, employing a spectrum of machine 

learning and deep learning techniques. We elucidated the diverse data sources, ranging from manual curation on Reddit to leveraging preexisting datasets 

crafted by other researchers. Annotation methods, including expert annotations, crowdsourced annotations, and community affiliation 

assumptions, contributed nuanced perspectives to model development. 

 

The meticulous preprocessing stages, from data cleaning to lemmatization, laid the foundation for insightful feature engineering. Term Frequency–Inverse 

Document Frequency (TF–IDF), Linguistic Inquiry and Word Count (LIWC), lexiconbased methods, Latent Dirichlet Allocation (LDA), and statistical 

features emerged as crucial contributors to the extraction of meaningful insights from the textual data. 

The model development phase witnessed a surge in the adoption of deep learning techniques, notably Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs), reflecting their efficacy in capturing intricate patterns. Ensemble models, combining diverse machine learning 

architectures, added depth to the methodological repertoire. 

 

Evaluation metrics, including accuracy, precision, recall, F1 score, Receiver Operating Characteristic (ROC) curves, and Area Under the Curve (AUC), 

underscored the rigor applied to validate the models' effectiveness. Ethical considerations, paramount in this sensit ive domain, highlighted the need for 

privacy safeguards and the mitigation of biases in both data and algorithms. 

However, this review unveils inherent limitations, notably the scarcity of annotated data, potential biases in annotations, a nd challenges posed by the 

black-box nature of deep learning models. Future research directions beckon towards understanding the causes of suicidal ideation, exploring intervention 

strategies, and overcoming data limitations through innovative approaches like transfer learning and matrix factorization. 

In essence, while this review underscores the substantial progress in suicidal ideation detection on Reddit, it serves as a compass guiding future endeavors. 

Navigating the ethical landscape, addressing data challenges, and embracing interdisciplinary collaboration will be pivotal in advancing this 

vital intersection of technology and mental health. As we collectively strive for more effective suicide prevention measures, the insights gleaned from 

this review pave the way for a more nuanced, ethical, and impactful approach to understanding and mitigating suicidal ideation in the digital realm. 

Abbreviations 

The following abbreviations are used in this manuscript. 

BERT Bidirectional Encoder 

Representations from Transformers BOW Bag of Words 

CNN Convolutional Neural Network DT  Decision Tree 

FCNN Fully Connected Neural Network FFNN Feedforward Neural Network GRU Gated Recurrent Units 

KNN K-Nearest Neighbors LDA  Latent Dirichlet Allocation 

LIWC Linguistic Inquiry and Word Count LR Logistic Regression 

LSTM Long Short-Term Memory MLFFNN Multilayer Feed Forward Neural Net 

NB Naïve Bayes 

NRC  National Research Council Canada RF Random Forest 

RNN Recurrent Neural Network SVM Support Vector Machines 

TF–IDF Term Frequency–Inverse Document Frequency XGBoost Extreme Gradient Boosting 
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