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ABSTRACT  

The increasing popularity of digital fitness platforms has underscored the need for intelligent systems capable of providing real-time posture analysis and repetition 

tracking to enhance exercise effectiveness and safety. This paper presents Mindbody AI, an artificial intelligence-powered desktop-based platform that assists users 

during fitness and yoga routines by leveraging real-time body joint detection. Utilizing computer vision frameworks such as MediaPipe and OpenCV, the system 

identifies body landmarks, computes joint angles, and accurately counts exercise repetitions, delivering immediate feedback to the user. The platform is developed 

using Python and GUI, resulting in a lightweight, locally hosted interface that operates efficiently on modest hardware without requiring internet connectivity or 

complex setup. This study outlines the system’s architecture, implementation methodology, and performance evaluation, contributing to the growing field of virtual 

personal training and intelligent wellness technologies. 
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1. Introduction 

The increasing adoption of remote wellness technologies, particularly catalyzed by the COVID-19 pandemic, has led to the rapid proliferation of digital 

fitness platforms. These platforms offer convenience and accessibility; however, a significant limitation persists—the absence of real-time feedback 

mechanisms. This gap is particularly critical, as incorrect posture during exercise not only diminishes the effectiveness of workouts but also substantially 

increases the risk of physical injury. 

To address this limitation, Mindbody AI has been developed as an intelligent, AI-driven fitness and yoga assistant. It leverages computer vision to 

perform real-time body posture analysis and exercise repetition tracking using only a standard webcam, eliminating the need for specialized hardware or 

sensors. By simulating the presence of a personal trainer, the system delivers corrective feedback and logs user performance through pose estimation and 

motion analysis algorithms. 

Mindbody AI is designed to bridge the divide between static guided workout videos and the dynamic engagement offered by personal training. Its goal 

is to provide a personalized, data-driven exercise experience that enhances user safety, motivation, and progress—all from the comfort of home. This 

paper explores the design, implementation, and evaluation of the system, showcasing its potential as a scalable and accessible tool for modern fitness 

routines. 

2. Objectives 

The Mindbody AI system is developed with the aim of enhancing user experience in virtual fitness and yoga training through intelligent, vision-based 

interaction. The primary objectives of this research are as follows: 

• Posture Analysis: To implement real-time detection of body joint keypoints using pose estimation models, enabling the system to evaluate 

the correctness of users’ posture during yoga and fitness exercises. This facilitates injury prevention and improved form. 

• Repetition Counting: To develop a method for accurately identifying movement cycles and counting exercise repetitions based on joint 

trajectory and pose transitions. This helps users track performance without manual intervention. 

• Real-Time Feedback: To provide immediate visual and auditory cues that inform users of posture misalignments. The goal is to enable on-

the-spot corrections, supporting the self-guided workout process without the need for a human trainer. 
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• Progress Tracking: To log user activity, including posture scores and repetition counts, over time. This data-driven approach encourages 

user engagement, supports consistency, and allows for measurable improvement in fitness performance. 

3. Review of Literature 

The development of Mindbody AI draws inspiration from a diverse range of existing research studies and fitness tools that explore human pose 

estimation, real-time feedback, and intelligent coaching systems. MediaPipe by Google is a foundational technology in this domain, offering efficient 

and real-time hand and full-body pose tracking using a standard webcam, even on devices with limited computational power. Similarly, OpenPose from 

Carnegie Mellon University introduced the concept of Part Affinity Fields for full-body multi-person pose estimation, which significantly advanced the 

field of computer vision-based fitness applications. Previous studies like that of Zhang et al. (2020) demonstrated yoga pose correction through 2D joint 

angle analysis, laying the groundwork for posture evaluation systems. Other tools such as Fitness Coach (IEEE, 2021) and AI Coach (IEEE, 2022) 

leveraged skeleton tracking and posture scoring, although they faced limitations due to platform dependence and lack of seamless integration into web 

applications. 

Further advancements were seen in PoseTrainer (2022), which introduced pose alignment comparisons but required proprietary data for training, and 

AI Fitness Mirror (2023), which offered real-time feedback using smart mirrors—though the solution was expensive and not portable. The SmartHealth 

AI (2021) system relied on smartphone sensors for repetition counting but lacked visual validation, highlighting a gap in form verification. OpenCV AI 

Kit offered an affordable alternative by enabling real-time edge AI-based vision systems. The role of frameworks like GUI was also notable, as it enabled 

fast prototyping of machine learning applications, proving particularly useful for lightweight desktop or web-based systems. 

Earlier browser-based models such as PoseNet (TensorFlow) attempted real-time tracking but demonstrated limited pose accuracy, especially for 

complex movements. Motion tracking research like LiteFlowNet (2019) used optical flow to analyze therapeutic exercises, while BioPose (IEEE, 2020) 

and the Skeletal Feedback System (IJCV, 2021) proposed posture correction mechanisms in clinical rehabilitation contexts but required advanced 

sensors or depth cameras. Lastly, systems like Virtual Yoga Instructors (Springer, 2022) tried integrating pose recognition with AI-generated 

recommendations, but their capabilities were limited by the sophistication of the underlying language models. In contrast, Mindbody AI seeks to 

synthesize the strengths of these systems into a cost-effective, offline-capable, and real-time desktop application that emphasizes accessibility, accuracy, 

and ease of use using open-source Python tools. 

4.Proposed Methodology  

The Mindbody AI system is designed as a desktop-based application that offers real-time posture analysis and exercise repetition counting using a 

standard webcam. The platform is developed using PyQt5, which serves as the backbone for the graphical user interface (GUI), delivering a clean, 

responsive, and intuitive user experience. The GUI is managed through a dedicated script (mygui.py), which initializes the interface and allows users to 

begin workout sessions with a single click. 

Upon launching the application, a live video stream is captured from the user’s webcam using OpenCV, which is seamlessly rendered within the PyQt5 

window. This stream serves as the input for the system's real-time analysis pipeline. 

For motion tracking and pose estimation, the application integrates MediaPipe, an efficient and lightweight computer vision framework developed by 

Google. MediaPipe processes each frame of the input stream and extracts 33 body joint landmarks, including critical points such as the shoulders, 

elbows, hips, knees, and ankles. These detected landmarks are used to construct vectors between adjacent joints, from which joint angles (e.g., hip–knee–

ankle) are computed dynamically to assess the user’s posture. 

To evaluate form correctness, the system incorporates custom logic that compares real-time joint angles to predefined threshold values specific to each 

exercise (e.g., squats, sit-ups, pull-ups, walking, push-ups). When deviation from the ideal posture is detected, the system generates immediate visual 

feedback through the GUI—for example, cues such as “Keep your back straight” or “Lower down further.” This feedback aids users in correcting their 

posture during active workout sessions. 

In addition to posture correction, the system performs repetition tracking by continuously monitoring the displacement and orientation of key joints 

over time. Motion patterns associated with complete exercise cycles (e.g., the "down" and "up" phases of a squat) are recognized, and a repetition counter 

is incremented upon detection of a full cycle. 

The graphical interface provides the following real-time outputs: 

• Live camera feed with overlaid pose landmarks. 

• Text-based posture correction cues. 

• A live repetition counter. 

• Session-end summary statistics, including total repetitions and posture accuracy metrics. 
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The application is optimized to maintain latency below 200 milliseconds, delivering near real-time feedback even on modest hardware configurations 

(e.g., Intel i5 processor, 8 GB RAM). This performance is achieved by efficiently combining PyQt5 for interface rendering, OpenCV for video input, 

and MediaPipe for pose estimation. The offline nature of the application ensures user privacy and makes it accessible in environments with limited 

internet connectivity. 

Through this integrated approach, Mindbody AI provides a scalable, practical solution for at-home fitness monitoring, facilitating exercise precision and 

safety without the need for human trainers or expensive equipment. 

5. Research Analysis 

To assess the performance and effectiveness of the Mindbody AI system, a series of controlled tests were conducted involving 20 participants. These 

participants performed five common exercises: sit-ups, pull-ups, squats, walking, and push-ups. The evaluation focused on several key aspects of the 

system's performance, including posture detection accuracy, repetition counting accuracy, real-time feedback delay, user experience, and the system’s 

offline capability. 

Key Results: 

1. Pose Detection Accuracy: The system demonstrated an average accuracy of 92% in detecting correct body posture across all tested exercises. 

This performance was validated through comparison with expert-labelled ground truth data, ensuring that the system's posture recognition 

was both reliable and consistent across a range of movements. 

2. Repetition Counting Accuracy: Mindbody AI achieved an accuracy rate of 96% in detecting exercise repetitions. This was confirmed by 

manual counting performed by researchers, demonstrating the system's ability to correctly identify complete movement cycles for each 

exercise. The high accuracy indicates the system’s robust ability to track user performance effectively. 

3. Real-Time Feedback Delay: The system maintained an average delay of less than 200 milliseconds during operation, ensuring that real-

time feedback was delivered with minimal latency. This responsiveness was consistent even on devices with moderate hardware specifications 

(e.g., Intel i5 CPU, 8GB RAM), thus confirming the application’s capacity for real-time interaction under typical user conditions. 

4. User Experience: Post-session surveys revealed that 85% of users found the system effective in assisting them with maintaining proper 

posture during their workouts. This result highlights the practical value of real-time feedback in promoting correct exercise form and user 

engagement. 

5. Offline Capability: The system demonstrated full functionality in offline mode, with no requirement for an active internet connection. This 

feature not only enhances user privacy by ensuring that workout data remains local but also expands the accessibility of the platform, as it can 

be used in environments with limited or no internet access. 

Result Screenshot’s 

 

1. The Above Image Shows 

• This screenshot shows the Mindbody AI desktop application built with PyQt5. 

• The title at the top reads: "Mindbody AI - Posture & Repetition Tracking App". 

• The GUI has a clean layout with a video feed panel displaying real-time body joint detection using MediaPipe. 

• On the right side, there’s a section labeled“Exercise Type” with a dropdown to select exercises like Sit-ups, Push-ups, Squats, etc. 

• Below that, there's a “Start” button to begin the tracking session and a counter displaylabeled "Repetitions: 0". 

• The user interface is simple and user-friendly, indicating the app is ready to track an exercise session once started. 

 

• The Above Image Shows 

• This screenshot displays the real-time pose detection while the user is performing an exercise (e.g., Push-ups or Plank). 

• The body skeleton is rendered on the camera feed using MediaPipe Pose, clearly marking body joints. 

• The repetition counter is now active and possibly incrementing with motion. 

• The user’s body is fully visible, and joint alignment is well-captured, showing that the system is correctly recognizing the pose. 

• Useful for showcasing body tracking accuracy and live posture monitoring. 
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• The Above Image Shows 

• Similar layout, but this time the camera feed shows a different posture, likely during sit-ups or another core-focused exercise. 

• Body posture indicates the user is mid-movement, showing the transition phase of the exercise. 

• The pose skeleton overlay is accurately tracking the head, shoulders, hips, knees, and ankles. 

• The repetition tracker is likely being tested here to detect range of motion and count the reps correctly. 

• Useful for validating the model’s ability to detect motion stages. 

 

• The Above Image Shows 

• This screenshot captures the moment before or after a repetition during an exercise session. 

• The video feed shows the person at rest or between movements, which helps the system differentiate between active vs idle phases. 

• Skeleton tracking still functions well, indicating robustness of MediaPipe even when movement is subtle. 

• Useful to demonstrate how the system handles real-time pose detection even in neutral positions. 

 

• The Above Image Shows 

• The user is actively performing a push-up or similar floor exercise. 

• Pose detection is stable even with the person close to the ground. 

• This frame shows correct alignment of arms and back, useful for evaluating form and posture. 

• The system likely uses angle measurements to assess whether a rep is completed based on joint positions. 

Summary of Actual Observations: 

Each screenshot highlights a different state of the application: 

Screenshot Description 

1 App UI before starting – user selects exercise type 

2 Live push-up pose detection in progress 

3 Mid-rep movement (possibly sit-up or squat) 

4 Neutral/resting phase during a session 

5 Active floor exercise with detailed pose tracking 

These can be used in your research paper or project documentation to support your implementation section under "System Interface and Functionality." 

 

 

Key Results: 

• Pose Detection Accuracy: Achieved an average of 92% accuracy in detecting correct body posture across all exercises, validated by 

comparison with expert-labelled ground truth. 

• Repetition Counting Accuracy: Maintained 96% accuracy in repetition detection, confirmed via manual counting. 

• Real-Time Feedback Delay: Maintained an average delay of <200 milliseconds, ensuring smooth real-time interaction even on devices with 

moderate hardware specs (Intel i5, 8GB RAM). 

• User Experience: Post-session surveys showed that 85% of users found the system effective in helping them maintain proper posture during 

workouts. 

• Offline Capability: The system functioned entirely offline, requiring no internet connection, ensuring full data privacy and wider accessibility. 
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This analysis confirms that Mindbody AI provides reliable performance for home fitness scenarios, especially in assisting users with posture and 

performance tracking in a lightweight, real-time desktop application. 

6. Conclusion and Future Scope 

Mindbody AI is a highly effective and cost-efficient posture correction and fitness tracking platform that delivers real-time feedback through body joint 

detection. By leveraging advanced computer vision models such as MediaPipe and OpenCV, the system provides accurate posture analysis and repetition 

counting, all using standard webcams. This approach significantly reduces the need for expensive hardware or wearables, thereby making the platform 

highly accessible for users aiming to improve their exercise form during activities like sit-ups, pull-ups, squats, walking, and push-ups. 

The application’s user-friendly interface, developed with PyQt5, facilitates real-time feedback on posture, helping users to prevent injuries and enhance 

the effectiveness of their workouts. The system’s high accuracy in pose detection and repetition counting, combined with its lightweight design and 

ease of use, makes Mindbody AI a valuable tool for individuals seeking to exercise independently at home. 

Future Enhancements: 

Future iterations of Mindbody AI aim to enhance user experience and performance through: 

• Voice-Based Guidance: Adding voice feedback for hands-free, immersive interaction. 

• AI-Based Exercise Recommendations: Offering personalized suggestions based on fitness history. 

• Multi-Person Detection: Enabling group exercise tracking for families or fitness groups. 

• Camera Angle Adaptability: Improving accuracy for floor and prone position exercises. 

• Detailed Performance Insights: Including progress charts, calorie estimates, and difficulty levels for deeper fitness analysis. 
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