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ABSTRACT—

Cardiovascular diseases (CVDs) remain one of the leading causes of death worldwide, which makes early and accurate detection essential for improving patient
outcomes. Traditionally, the analysis of electrocardiograms (ECGs) has relied on manual interpretation, a process that can be quite labor- intensive and prone to
errors. This study presents a deep learning approach designed to automate the detection of cardiovascular diseases using ECG images. We created a convolutional
neural network (CNN) and trained it on a publicly available ECG dataset to classify heart conditions into four categories: normal heartbeat, abnormal heartbeat,
myocardial infarction, and a history of myocardial infarction. Our model underwent extensive preprocessing, training, and evaluation, ultimately achieving an
impressive overall accuracy of 96.72%.

Index Terms—Cardiovascular Diseases, Electrocardiogram (ECG), Deep Learning, Convolutional Neural Network (CNN), Automated
Diagnosis, Heart Disease Detection.

1. Introduction

CARDIOVASCULAR diseases (CVDs) are a significant health concern around the globe, leading to millions of fatalities each year. These conditions
include heart attacks, arrhythmias, and heart failure, all of which can result in severe complications or even death if not detected early. Electrocar-
diography (ECG) is crucial for diagnosing these problems, as it records the heart’s electrical activity and helps pinpoint various heart conditions. However,
manually interpreting ECG signals can be time-consuming and subjective, often resulting in mistakes, particularly in more complex cases. This highlights
the need for an automated and accurate detection system to improve the efficiency and reliability of CVD diagnoses. Thanks to recent advancements in
artificial intelligence (Al) and deep learning, the field of medical diagnostics is evolving. Machine learning models, particularly Convolutional Neural
Networks (CNNs), have demonstrated impressive success in analyzing medical images and signals. These models excel at recognizing intricate patterns
and features in ECG images, making them ideal for automated heart disease detection. By leveraging CNNs, we can bypass the manual feature extraction
process, which lessens the dependence on specialized knowl- edge and significantly enhances diagnostic accuracy. This re- search aims to present a deep
learning approach for identifying cardiovascular diseases through ECG images. The primary objective is to develop a CNN model that can effectively
categorize ECG signals into four groups: normal heartbeat, abnormal heartbeat, myocardial infarction (heart attack), and a history of myocardial
infarction.To achieve high accuracy, the study follows a structured methodology that includes dataset acquisition, preprocessing techniques for noise
removal, CNN model training, and performance evaluation using standard metrics such as accuracy, sensitivity, specificity, and F1-score. The model is
trained using a publicly available ECG dataset, ensuring robustness and generalization in real-world appli- cations. The potential impact of this research
is significant. By integrating deep learning into ECG-based diagnostics, the proposed system can assist medical professionals in early and precise detection
of heart diseases. This not only reduces the burden on healthcare workers but also ensures timely medical intervention, potentially saving lives.
Furthermore, the deployment of such Al-based models in hospitals, clinics, and portable ECG monitoring devices can enhance accessibility to advanced
diagnostic tools, particularly in remote and un- derdeveloped regions. This study highlights the importance of deep learning in medical applications and
demonstrates how Al-driven solutions can revolutionize cardiovascular disease detection. The results of this research aim to pave the way for future
advancements in Al-based healthcare, ensuring more efficient, accurate, and accessible heart disease diagnosis.

2. Literature Review

This study taps into the power of deep learning, particularly using Convolutional Neural Networks (CNNs), to classify ECG heartbeats and identify issues
such as arrhythmias and myocardial infarctions (MI). Traditional methods of fusion, like concatenation, can be quite resource-intensive and may not
always deliver the best accuracy. To tackle this challenge, we introduce two innovative fusion techniques: Multimodal Image Fusion (MIF) and
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Multimodal Feature Fusion (MFF). MIF merges various ECG images into one cohesive input, while MFF pulls together features from different layers of
the CNN. Both approaches are designed to enhance classi- fication accuracy while also streamlining computational de- mands [1]. SARS-CoV-2 has had
a significant effect on both the respiratory and cardiovascular systems, highlighting the importance of combining research on COVID-19 and heart
diseases. While deep learning has gained traction for diag- nosing COVID-19 through ECG signals, there are still only a handful of studies that bring
these areas together. Traditional approaches have focused on digitizing ECG graphs, paving the way for a new perspective. Researchers experimented
with image augmentation techniques to boost the variety of ECG images, but some methods, like flipping and cropping, ended up hurting performance
instead of enhancing accuracy [2]. Al and deep learning have really changed the game in medicine, especially when it comes to diagnosing diseases. In
the past, we depended on manual feature extraction, but now deep learning models can learn straight from raw data, which has significantly boosted
accuracy. Take, for instance, the use of 12-lead ECG images for detecting STEMI; this approach has made early diagnosis much more precise and
effective [3]. Recent research has delved into the detection and classification of ECG arrhythmias through deep learn- ing models, utilizing data
augmentation techniques to tackle class imbalance. Cutting-edge approaches like ECG-DCGAN, GAN-LSTM ensemble, and TCGAN have shown
impressive accuracy, achieving rates between 94.69% and 99.32% in identifying arrhythmias [4]. ECG classification algorithms play a crucial role in
spotting cardiac arrhythmias, but the unique differences among individuals can make things tricky. Deep learning models shine in this area because they
can pick up on patterns from raw signals, while signal processing techniques work to boost accuracy. To tackle data imbalance, focal loss comes into
play, and with the help of advanced architec- tures and training strategies, we can significantly enhance classification performance, leading to greater
reliability [5]. Traditional ECG analysis often has a tough time with feature extraction, which can hurt how accurately we classify the data. On the other
hand, deep learning models, especially CNNSs, are great at spotting patterns in ECG data, leading to better performance. Still, we face challenges like
sample imbalance and maintaining signal integrity, which shows that we really need to come up with improved strategies to boost ECG classification
accuracy [6]. Grasping the quality of ECG data is crucial because any interferences can really affect its reliability. In the past, methods simply categorized
ECG qual- ity as either acceptable or unacceptable, which just doesn’t cut it for clinical applications. We’re introducing a fresh approach that sorts ECG
quality into four clear categories, providing a more detailed and insightful evaluation to enhance decision- making [7]. MTSC and the ROCKET algorithm
take MI detection to the next level by leveraging DTW and connectivity measures. To tackle the challenges posed by raw ECG data, we suggest some
efficient models that streamline the process and boost accuracy [8]. Detecting arrhythmias can be quite tricky because of the variability in ECG readings,
and relying on manual feature selection can really hold back accuracy. That’s where CNNs come into play—they automatically pull out the important
features for us. Our new method, which includes automatic training beat selection, does a better job than the traditional methods, leading to improved
classification results [9]. ECG morphology, which includes the P, Q, R, S, and T waves, plays a crucial role in accurately classifying heartbeats.

Unfortunately, traditional methods frequently overlook various types of beats, which can compromise the accuracy of AAMI classifications. However,
advanced neural networks have the potential to enhance precision and tailor their performance to different patients. It’s also important to develop efficient
models that minimize memory usage, making them suitable for wearable devices [10]. Automatic ECG classification plays a crucial role in handling the
vast amounts of data from Holter monitors. Convolutional Neural Networks (CNNs) make this task much easier by removing the need for manual feature
extraction. With enhanced R-peak detection, we see a signif- icant boost in accuracy, and our approach has demonstrated impressive results on the MIT-
BIH database [11]. Lately, deep learning, particularly through the use of CNNs, has made impressive strides in predicting cardiovascular diseases from
ECG data. These models have a clear edge over traditional machine learning methods because they can automatically learn features, boost classification
accuracy, and streamline the diagnostic process [12].

3. Methodology

The methodology takes a well-organized route that includes steps like data collection, preprocessing, model development, training, and evaluation. First,
ECG images are cleaned up to remove noise, resized, and normalized before they’re input into a convolutional neural network (CNN) that features con-
volutional, pooling, and fully connected layers, culminating in a softmax classifier. The training process utilizes the Adam optimizer along with cross-
entropy loss. To gauge perfor- mance, we look at metrics such as accuracy, sensitivity, and F1-score, and we also use a confusion matrix and learning
curve for a more in-depth analysis. The results indicate a high level of accuracy in classifying different heart conditions, showcasing the model’s
effectiveness for automated ECG- based diagnostics.

The Fig.1 is the Classification of ECG Images The process is:
1. ECG Signals
2. Preprocessing
3. Classification
4. CNN
5. Classification Results

1. ECG Signals: We kick things off with raw ECG (Elec- trocardiogram) signals, which are essentially time-series data that capture the heart’s electrical
activity.

2. Preprocessing: Next, we preprocess these raw ECG signals to clean them up and standardize the input. This step might involve: Filtering to eliminate
baseline wander, muscle noise and Normalization.
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3. Classification: Once the data is prepped, the clean ECG signals are fed into a CNN (Convolutional Neural Network). CNNs are particularly effective
at picking up spatial features, even from time-series data like ECG, thanks to their knack for learning patterns such as the PQRST waveforms.

4. CNN: The CNN model is trained to identify patterns linked to different cardiac conditions. It takes the ECG input and generates predictions based on

the features it has learned.
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Fig. 1. Classification of ECG Images

5. Classification Results: Finally, the model categorizes the ECG signals into one of the following groups: Myocardial Infarction (Heart attack),
Abnormal Heartbeat, History of Myocardial Infarction and Normal Person.

The Fig.2 shows the steps for proposed CNN Model
1) Input Layer
2) Convolution Layers
3) Max Pooling Layers
4) Flatten Layer
5) Fully connected Layer
6) Dropout
7) SoftMax

1. Input Layer: The input layer is the starting point where ECG images are introduced to the CNN model for processing. These images capture the
heart’s electrical activity and form the basis for the analysis that follows. Before the data moves through the network, it goes through some
preprocessing to eliminate any noise and ensure the dimensions are consistent.

2. Convolution Layers: The convolution layers work by applying filters to the input ECG images, helping to pull out key features like edges, curves,
and waveform patterns. Each time a convolution operation is performed, it pinpoints specific traits of the ECG signal, which allows the model to spot
any abnormalities with greater accuracy. By stacking multiple convolution layers, the process of feature extraction becomes even more robust, as the
model learns to recognize hierarchical patterns that differentiate various heart conditions.

3. Max Pooling Layers: The Max pooling layers plays a crucial role in simplifying the feature maps we’ve extracted, all while keeping the essential
information intact. This technique, often referred to as pooling, not only cuts down on computational demands but also helps avoid overfitting by
honing in on the most significant features. Ultimately, it ensures that the CNN model can adapt effectively to new data.
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Fig. 2. flow chat for the Proposed CNN

. Fully Connected Layer: The fully connected layers take the features extracted from earlier layers and work their magic to make the final
classification decisions. These layers are like interpreters, taking the patterns they’ve learned and matching them to specific categories, such as a
normal heartbeat, an abnormal heartbeat, a myocardial infarction, or a history of myocardial infarction. Thanks to the connections between neurons,
the model can grasp complex relationships between different features.

. Flatten Layer: It takes those 3D outputs and flattens them into a 1D vector, linking features to diagnostic labels for easier classification.

. Dropout Layer: This layer helps combat overfitting by randomly turning off some neurons during training, which enhances the model’s ability to
generalize.

. SoftMax Layer: It transforms the final outputs into prob abilities for each class, making it easier to handle multi-class classification and providing
confidence scores for diagnoses.



International Journal of Research Publication and Reviews, Vol 6, Issue 4, pp 9353-9358 April 2025 9357

Model Loss
Model Accuracy 2.3
2
15
- wn
v @
5 ( —
"‘ 1
-
-
0.5
0
0 2 4 6 8 10 12
( : { ‘ : Epoch
—o—Trail Epoch o e —e—Train —e—Test
Fig. 3. Model Accuracy Fig. 4. Model Loss
1V. Results

Deep learning is truly changing the game when it comes to detecting cardiovascular diseases through ECG analysis. Our CNN model takes things up a
notch, surpassing traditional methods by automatically pulling out essential features, which boosts classification accuracy. With training on a wide range
of data, it consistently tells apart healthy and abnormal con- ditions. Plus, the preprocessing steps help cut down on noise and make it more applicable in
clinical settings.

The Fig.3 illustrates the relationship between Training vs Test Accuracies, featuring training curves in blue and test- ing curves in black. Both sets of
curves show a consistent improvement, rising from 0.2 to 1.0 as time progresses. By epoch 10, both curves reach around 0.8-1.0, showing strong learning
with minimal overfitting. Accuracy rises with epochs until it plateaus.

The Fig.4shows the relationship between Training vs Test Losses, with both training (blue) and testing (black) curves steadily dropping from 2.5 to 0
when Epochs are increasing, indicating improved performance.

Bringing this deep learning approach into clinical practice could make a huge difference in the early detection and diagnosis of heart diseases. By
automating ECG analysis, the model lightens the load for medical professionals, en- abling quicker and more efficient diagnoses. The scalability of CNN-
based models further enhances their potential for use in portable and remote healthcare solutions, paving the way for early intervention and better patient
care. Overall, these findings suggest that Al-driven ECG analysis could transform how we detect cardiovascular diseases, leading to more accurate and
accessible diagnostics in the healthcare field.

V. Conclusion

This study validates the use of deep learning, specifically CNNs, for automated ECG-based cardiovascular disease de- tection. a lightweight CNN-based
model designed to clas- sify four key categories of cardiac abnormalities: Abnormal Condition, Myocardial Infarction, Normal Person, and History of
Myocardial Infarction. This model boasts an impressive test accuracy of 96.72%, particularly excelling in the Normal Person category, where it achieves
perfect precision, recall, and F1-score. While the other categories show slightly lower metrics, they still maintain strong performance, backed by high
sensitivity and specificity values. The training curves indicate effective learning without any signs of overfitting, as evidenced by the parallel trends in
training and validation accuracy and loss. These findings underscore the model’s potential as a dependable tool for preliminary ECG screening in clinical
settings.

In terms of efficiency, the model’s metrics—averaging sen- sitivity and specificity—are above 0.98 across all categories, demonstrating its consistent
diagnostic abilities. It excels with normal heart readings, although there’s still some room for improvement in identifying heart issues. To boost its perfor-
mance, we should train it with a wider variety of ECG data from different populations and testing scenarios. Plus, this model could also predict other
types of cardiac problems. It falls into the category of low-scale deep learning methods, which are defined by a limited number of layers, parameters, and
depth. Looking ahead, future efforts should focus on large-scale validation to ensure its clinical relevance. However, the current architecture, with its
high accuracy, already setsa solid foundation for automating ECG analysis, reducing diagnostic delays, and assisting healthcare professionals in spotting
cardiac abnormalities.
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