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ABSTRACT:  

Air quality has always been one of the most important environmental concerns for the general public and society. Using machine learning algorithms for Air Quality 

Index (AQI) prediction is helpful for the analysis of future air quality trends from a macro perspective. When conventionally using a single machine learning model 

to predict air quality, it is challenging to achieve a good prediction outcome under various AQI fluctuation trends. In order to effectively address this problem, a 

genetic algorithm-based improved extreme learning machine (GA-KELM) prediction method is enhanced. First, a kernel method is introduced to produce the kernel 

matrix which replaces the output matrix of the hidden layer. To address the issue of the conventional limit learning machine where the number of hidden nodes and 

the random generation of thresholds and weights lead to the degradation of the network learning ability, a genetic algorithm is then used to optimize the number of 

hidden nodes and layers of the kernel limit learning machine. The thresholds, the weights, and the root mean square error are used to define t he fitness function. 

Finally, the least squares method is applied to compute the output weights of the model. Genetic algorithms are able to find the optimal solution in the search space 

and gradually improve the performance of the model through an iterative optimization process. In order to verify the predictive ability of GA-KELM, based on the 

collected basic data of long-term air quality forecast at a monitoring point in a city in China, the optimized kernel extreme learning machine is applied to predict  

air quality (SO2, NO2, PM10, CO, O3, PM2.5 concentration and AQI), with comparative experiments based CMAQ (Community Multiscale Air Quality), SVM 

(Support Vector Machines) and DBN-BP (Deep Belief Networks with Back-Propagation). The results show that the proposed model trains faster and makes more 

accurate predictions. As extension we have experimented with BI-LSTM algorithm which will optimize features weight in both forward and backward direction.  

1.Introduction 

Air pollution is a prevalent environmental problem in the twenty-first century. In light of the rapid industrialization and urbanization, air pollution is 

getting worse, which greatly affects our living environment and health. Li et al. came to the conclusion that outdoor physical activity poses numerous 

health risks due to ambient air pollution in China. According to the Chinese Ambient Air Quality Standards (GB3095-2012), there are six conventional 

air pollutants used to measure air quality: sulfur dioxide (SO2), nitrogen dioxide (NO2), particulate matter with a particle size less than 10 microns 

(PM10), particulate matter with a particle size less than 2.5 microns (PM2.5), ozone (O3), and carbon monoxide (CO). These pollutants have adverse 

effects on human health. The International Energy Agency estimates that air pollution causes 6.5 million premature deaths per year, while long-term 

exposure to pollutants, such as fine particles (e.g.,PM2.5) or traffic-related pollutants, is linked to higher rates of lung cancer, coronary heart disease, and 

other illnesses. Therefore, studies on air quality prediction are particularly important and are considered a key factor for environmental protection. In 

order to more comprehensively assess the health effects of air pollution, numerous air quality monitoring stations have been set up in major cities. Air 

quality predictions can be made based on the data collected from these stations. Air quality monitoring, modeling, and accurate predictions are important 

for having a clear understanding of future 

2.Literature Review 

Air pollution is a prevalent environmental problem in the twenty-first century. In light of the rapid industrialization and urbanization, air pollution is 

getting worse, which greatly affects our living environment and health. Li et al. came to the conclusion that outdoor physical activity poses numerous 

health risks due to ambient air pollution in China. According to the Chinese Ambient Air Quality Standards (GB3095-2012), there are six conventional 

air pollutants used to measure air quality: sulfur dioxide (SO2), nitrogen dioxide (NO2), particulate matter with a particle size less than 10 microns 

(PM10), particulate matter with a particle size less than 2.5 microns (PM2.5), ozone (O3), and carbon monoxide (CO). These pollutants have adverse 

effects on human health. The International Energy Agency estimates that air pollution causes 6.5 million premature deaths per year, while long-term 

exposure to pollutants, such as fine particles (e.g.,PM2.5) or traffic-related pollutants, is linked to higher rates of lung cancer, coronary heart disease, and 

other illnesses. Therefore, studies on air quality prediction are particularly important and are considered a key factor for environmental protection. In 

order to more comprehensively assess the health effects of air pollution, numerous air quality monitoring stations have been set up in major cities. Air 

quality predictions can be made based on the data collected from these stations. Air quality monitoring, modeling, and accurate predictions are important 

for having a clear understanding of future pollution levels and their associated health risks. 

 

http://www.ijrpr.com/


International Journal of Research Publication and Reviews, Vol (6), Issue (4), April (2025) Page – 8457-8465                        8458 

 

Several studies have explored the application of genetic algorithms (GAs) to enhance air quality index (AQI) forecasting models. One notable approach 

involves integrating GAs with fuzzy time series models to improve air quality management. In the study "Air Quality Management Using Genetic 

Algorithm-Based Heuristic Fuzzy Time Series Model," researchers developed a hybrid adaptive time-variant fuzzy time series model optimized by GAs. 

This model was applied to predict AQI in two major Indian cities, demonstrating improved accuracy over existing models.  

Emerald 

Another significant study, "Predicting Air Quality Index Using an Improved Extreme Learning Machine Based on Genetic Algorithms," addresses the 

challenges of AQI prediction due to varying patterns in AQI fluctuations. The researchers developed an extreme learning machine (ELM) prediction 

technique enhanced by GAs (GA-KELM). By optimizing the number of hidden nodes and layers, and applying a kernel method, the GA-KELM model 

demonstrated faster training times and more accurate air quality predictions compared to models like CMAQ, SVM, and DBN-BP.  

IJERS 

Further extending this approach, the study "Using Deep Learning and an Enhanced Extreme Learning Machine Based on Genetic Algorithms to Forecast 

Air Quality Index" combines deep learning techniques with the GA-KELM model. This hybrid approach aims to capture complex, nonlinear relationships 

in air quality data, resulting in improved prediction accuracy and efficiency.  

Computer Science Journals 

These studies collectively highlight the potential of integrating genetic algorithms with various modeling techniques to enhance AQI forecasting, thereby 

contributing to more effective air quality management strategies 

Genetic Algorithm-Based Heuristic Fuzzy Time series  

Model: This study introduces a heuristic fuzzy time series model optimized with genetic algorithms to predict AQI. The model was tested on real-time 

air pollution data from two Indian cities, demonstrating improved accuracy over existing models.  

ResearchGate 

Optimized Machine Learning Model Using Grey Wolf Optimization: Researchers proposed a regression model combining the Grey Wolf Optimization 

algorithm with decision tree regression to predict AQI in major Indian cities. The model effectively extracted optimal features from historical data, 

enhancing prediction accuracy.  

 Nature 

Bidirectional Recurrent Neural Networks for Daily AQI Forecasting: This research focused on accurately forecasting daily AQI using bidirectional 

recurrent neural networks, addressing the challenges posed by the complex and nonlinear nature of air quality data.  

ScienceDirect 

Improved Extreme Learning Machine Based on Genetic Algorithms: A study presented a comparative analysis of models including Support Vector 

Regression (SVR), Genetic Algorithm-Enhanced Extreme Learning Machine (GA-KELM), and Deep Belief Network with Back-Propagation (DBN-BP). 

The integration of Bidirectional Long Short-Term Memory (BiLSTM) was proposed to further enhance prediction accuracy, with results indicating that 

BiLSTM outperformed existing models.  

IJGST 

Enhancing Extreme Learning Machines with Genetic Algorithms: This study proposed a hybrid model that combines genetic algorithms with extreme 

learning machines to improve air quality forecasting accuracy. The model demonstrated superior performance in predicting AQI, contributing to informed 

decision-making for pollution control strategies and public health interventions. 

3.Methodology 

MODULES: 

Data loading: using this module we are going to import the dataset. 

Data Processing: Using the module we will explore the data. 

Splitting data into train & test: using this module data will be divided into train & test 

Model generation: Model building - SVR - GA-KELM - DBN-BP(NN with Back-Propagation) - BiLSTM. Algorithms accuracy calculated 

User signup & login: Using this module will get registration and login 

User input: Using this module will give input for prediction 

Prediction: final predicted displayed 

Note: Extension 

In the base paper the author mentioned to use different deep and machine learning model for analysis the Air Quality dataset, like DBN, SVR and GA-

KELM, 

https://www.emerald.com/insight/content/doi/10.1108/TQM-10-2020-0243/full/html?utm_source=chatgpt.com
https://ijerst.org/index.php/ijerst/article/view/74?utm_source=chatgpt.com
https://www.computersciencejournals.com/ijccdm/archives/2024.v5.i2.A.65?utm_source=chatgpt.com
https://www.researchgate.net/publication/351172975_Air_quality_management_using_genetic_algorithm_based_heuristic_fuzzy_time_series_model?utm_source=chatgpt.com
https://www.nature.com/articles/s41598-024-54807-1?utm_source=chatgpt.com
https://www.sciencedirect.com/science/article/abs/pii/S0269749124007541?utm_source=chatgpt.com
https://ijgst.com/admin/uploadss/Determining_Air_Quality_Index_with_an_Improved_Extreme_Learning_Machine_Based_on_Genetic_Algorithms%5B1%20%281%29.pdf?utm_source=chatgpt.com
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However, we can further enhance the performance by exploring other techniques such as BiLSTM which got less rmse and mse value compare with 

proposed model,  

Algorithms: 

SVR: Support Vector Regression (SVR) is a type of machine learning algorithm used for regression analysis. The goal of SVR is to find a function that 

approximates the relationship between the input variables and a continuous target variable, while minimizing the prediction error. 

GA-KELM: GA-KELM (Genetic Algorithm-based Kernel Extreme Learning Machine): A predictive algorithm for air quality forecasting. It incorporates 

a kernel method to generate a kernel matrix, replacing the hidden layer output matrix. A genetic algorithm optimizes the number of hidden nodes and 

layers, considering thresholds, weights, and root mean square error in the fitness function. Output weights are computed using the least squares method, 

enabling iterative optimization for improved model performance. 

  DBN-BP(NN with Back-Propagation): DBN-BP (Deep Belief Networks with Back-Propagation): A neural network algorithm for air quality prediction. 

Deep Belief Networks are trained layer-wise, and Back-Propagation fine-tunes the model. It combines unsupervised pre-training with supervised learning, 

optimizing weights iteratively. This hybrid approach enhances the model's ability to capture complex patterns in air quality data, leading to more accurate 

predictions. 

4.Design                                                                                                          

3.1System Architecture: 

 

Fig.5.1.1 System architecture 

3.2 UML Diagrams                                                                       

 

3.3Deployment diagram: 
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The deployment diagram captures the configuration of the runtime elements of the application. This diagram is by far most useful when a system is built 

and ready to be deploy. 

 

5.Results 

 

 

Step 1 

 

 

Step 2 

User System
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Step 9 

 

6.Conclusion 

The economic development achieved by the country through rapid urbanization is polluting the environment in an alarming way a nd putting people’s 

lives in danger. Therefore, a correct analysis and accurate prediction of air quality remains a primary condition to achieve the objective of sustainable 

development. This paper focuses on the problem of prediction model design, and investigates the problems related to the optimization of the model 

parameters. A GA-KELM model is designed, implemented, and tested. It is experimentally proven to be more efficient than the classical shallow learning 

and can effectively explore and learn the interdependence of multivariate air quality correlation time series such as temperature, humidity, wind speed, 

SO2, and PM10. Therefore, the GA-KELM model developed in this study can be used to provide valuable support to vulnerable groups and trigger early 
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warning of adverse air quality events. However, there are still areas for further investigation and improvement. In recent years, numerous advanced 

algorithms and optimization methods based on genetic algorithms and population intelligence have emerged.  

 

Therefore, future research should explore the underlying significance and value of combinatorial intelligence optimization algorithms such as the Limit 

Learning Machine. Additionally, we acknowledge the need to address the issue of manually setting the number of hidden layer nodes in the optimal Limit 

Learning Machine. Although the Dynamic Extreme Learning Machine (DELM) algorithm offers adaptive determination of hidden layer nodes without 

human intervention, further work should be dedicated to this aspect. Moreover, to enhance the accuracy and validity of air quality measurement and 

assessment, it is crucial to integrate pollutant emission factors and meteorological factors into the evaluation system.  

 

This integration will enable a more precise and comprehensive evaluation of air quality. In conclusion, our study highlights the significance of the GA-

KELM model in predicting air quality. We have addressed the optimization challenges and demonstrated its superiority over tra ditional methods. 

However, there is still room for improvement and further research. Future studies should delve into advanced optimization algorithms based on genetic 

algorithms and population intelligence, explore the potential of the Limit Learning Machine, and strive for adaptive determination of hidden layer nodes. 

Furthermore, the integration of pollutant emission factors and meteorological factors into the evaluation system will advance the accuracy and reliability 

of air quality measurement and assessment. 

As  extension we have experimented with BI-LSTM algorithm which will optimize features weight in both forward and backward direction. BI-LSTM 

will optimized features till no more optimizations are possible so prediction accuracy will automatically get increased and error MSE rate will get decrease. 

 

7. Future Work 

1. Advancements in Model Optimization and Hybrid AI Approaches 

The current implementation of GA-ELM for AQI forecasting can be further improved by integrating it with other metaheuristic algorithms like Particle 

Swarm Optimization (PSO), Ant Colony Optimization (ACO), Grey Wolf Optimizer (GWO), and Artificial Bee Colony (ABC). These techniques can 

help refine the selection of input weights and biases in the ELM model, leading to improved accuracy and generalization. Additionally, multi-objective 

optimization methods such as NSGA-II (Non-dominated Sorting Genetic Algorithm II) can balance prediction accuracy and computational efficiency, 

which is crucial for large-scale implementations. 

 

Another promising direction is the hybridization of GA-ELM with deep learning models such as Long Short-Term Memory (LSTM) networks and Gated 

Recurrent Units (GRUs). These deep learning architectures are highly effective in capturing spatiotemporal dependencies in time-series AQI data. A GA-

ELM-LSTM hybrid model could leverage the fast training speed of ELM while utilizing LSTM’s ability to handle long-term dependencies, leading to 

superior forecasting accuracy. Additionally, adaptive learning strategies where mutation and crossover rates evolve dynamically based on model 

performance can further enhance the robustness of GA-ELM. 

 

2. Real-Time and Large-Scale AQI Forecasting 

One major limitation of traditional AQI forecasting models is their inability to operate in real-time due to computational constraints. Future advancements 

can focus on integrating GA-ELM with edge computing and Internet of Things (IoT) networks. Deploying AI models on IoT-enabled air quality 

monitoring sensors will enable real-time AQI predictions without relying on centralized cloud processing. This decentralized approach reduces latency 

and enhances the efficiency of smart city infrastructures. 

 

Cloud-based AI solutions, such as those using Google Cloud AI, AWS Machine Learning, and Microsoft Azure AI, can facilitate large-scale AQI 

forecasting across multiple cities and regions. The use of federated learning (FL) can further enhance privacy and scalability by allowing multiple air 

quality monitoring stations to train models collaboratively without sharing raw data. This technique is particularly useful for protecting sensitive 

environmental and health-related information. 

 

Another promising research direction is high-resolution spatial AQI mapping. Many urban areas lack sufficient monitoring stations, leading to gaps in 

AQI data. By integrating GA-ELM with Geographic Information System (GIS) technologies, researchers can develop models that interpolate AQI levels 

across regions with limited sensor coverage. This will provide better air quality insights for urban planning and environmental policy-making. 
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