
International Journal of Research Publication and Reviews, Vol (6), Issue (4), April (2025), Page – 1996-1999                                       

 

International Journal of Research Publication and Reviews 

 

Journal homepage: www.ijrpr.com  ISSN 2582-7421 

 

 

Real Time Driver Drowsiness Detection System Using Deep Learning 

and Open CV 

Inthusree SS 1, Dr. S.Saranya 2 

1 Department of Artificial Intelligence and Machine Learning Dr. N.G.P. Arts and Science College, Coimbatore, India. 
2 Associate Professor and Head, Department of Artificial Intelligence and Machine Learning Dr. N.G.P. Arts and Science College, Coimbatore, India. 

ABSTRACT 

Driver fatigue is a major contributor to road accidents, affecting reaction time and decision-making abilities. This study presents a real-time drowsiness detection 

system that leverages Convolutional Neural Networks (CNNs) and computer vision techniques to monitor driver alertness. The system captures live video, detects 

facial features, and classifies eye states to determine drowsiness levels. If prolonged eye closure is detected, an alert mechanism is activated to prevent potential 

accidents. Implemented using OpenCV, TensorFlow/Keras, and Haar Cascades, the model demonstrates higher accuracy and efficiency compared to traditional 

Eye Aspect Ratio (EAR)-based methods. The proposed solution offers a cost-effective, real-time approach to enhancing road safety through AI-driven driver 

monitoring. 
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1.INTRODUCTION 

Drowsy driving is a major contributor to road accidents, impairing reaction time and decision-making. Traditional detection methods, relying on 

physiological monitoring and handcrafted features, often lack adaptability in real-world conditions. Recent advancements in deep learning have enabled 

more accurate and scalable solutions. This study presents a CNN-based real-time drowsiness detection system leveraging OpenCV, TensorFlow/Keras, 

and Haar Cascades to analyze facial features and classify eye states. An integrated alert mechanism ensures immediate intervention upon detecting fatigue. 

Comparative analysis demonstrates that the proposed model outperforms traditional methods in accuracy and efficiency, offering a robust, real-time 

solution for intelligent driver assistance and road safety. The proposed approach is lightweight and computationally efficient, making it suitable for real-

time deployment on edge devices such as embedded systems and in-vehicle AI assistants. Comparative analysis demonstrates that the model outperforms 

traditional methods in accuracy, robustness under varying lighting conditions, and real-world adaptability. 

Furthermore, the system is designed to operate efficiently in real-world driving scenarios, ensuring reliable detection across diverse environmental 

conditions, including low-light settings, head movements, and partial occlusions. Unlike conventional handcrafted feature-based techniques, the proposed 

model autonomously learns intricate patterns associated with drowsiness, improving generalization across different driver demographics and facial 

structures. The integration of real-time video processing with deep learning-based classification enables low-latency inference, ensuring that drowsiness 

is detected within milliseconds. The system employs a multi-frame analysis approach, distinguishing natural blinks from prolonged eye closure to 

minimize false positives and false negatives. The alert mechanism, comprising an audio buzzer and visual notifications, ensures immediate driver 

intervention, thereby reducing the likelihood of fatigue-induced accidents [1, 2]. 

2. LITERATURE REVIEW 

Drowsiness detection has been an active area of research, leveraging advancements in deep learning, computer vision, and real-time alert systems. Several 

studies have explored various methodologies to enhance the accuracy, efficiency, and reliability of drowsiness detection systems. 

Sharma et al. [1] demonstrated that CNN-based models outperform traditional Eye Aspect Ratio (EAR) methods in real-time fatigue detection, offering 

higher accuracy and robustness. Similarly, Kumar et al. [2] explored the effectiveness of Haar Cascades and deep learning for eye and face detection 

under varying lighting conditions, emphasizing the need for non-intrusive real-time monitoring. To enhance efficiency, Banerjee et al. [3] integrated 

lightweight CNN architectures such as MobileNet achieving real-time performance with minimal computational overhead. Raj et al. [4] further optimized 

alert mechanisms by implementing a multi-threaded architecture, ensuring seamless alarm triggering without disrupting video processing. Beyond static 

frame-based detection, Elangovan et al. [5] incorporated Long Short-Term Memory (LSTM) networks, enabling sequential eye state analysis to improve 

temporal accuracy. Patel et al. [6] focused on hardware integration, demonstrating that CNN models can be efficiently deployed on low-power embedded 

systems such as Raspberry Pi. To address detection robustness, Wang et al. [7] proposed an adaptive system that adjusts sensitivity based on head position 

and eye tracking, reducing false alarms caused by facial variations. D. Kumar et al. [8] conducted a comparative study between deep learning-based and 
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conventional threshold-based methods, concluding that deep learning models achieve lower false positives and better generalization across ethnicities. 

Singh et al. [9] explored IoT-based drowsiness detection, enabling cloud-based real-time driver supervision, while Gupta et al. [10] highlighted privacy 

concerns, advocating for on-device processing and encrypted models to protect driver data. 

3.METHODOLOGY 

This section outlines the systematic approach employed in developing a real-time deep learning-based drowsiness detection system, ensuring accuracy, 

efficiency, and reliability. The methodology consists of five key stages: data collection, preprocessing, CNN-based classification, real-time detection, 

and alert mechanism implementation. The integration of Convolutional Neural Networks (CNNs) and computer vision facilitates precise identification of 

drowsiness indicators while maintaining computational efficiency. 

3.1 Proposed System 

The proposed system employs a CNN-based deep learning framework for real-time driver drowsiness detection, ensuring high accuracy, efficiency, and 

adaptability in diverse driving conditions. Unlike traditional handcrafted feature-based methods, which rely on predefined thresholds, this system 

autonomously learns subtle variations in eye state patterns, improving robustness and detection reliability.The system captures real-time video frames, 

applies OpenCV-based Haar Cascade classifiers for facial and eye detection, and utilizes a CNN model to classify eye states as open or closed. A temporal 

monitoring algorithm differentiates natural blinks from prolonged eye closure, minimizing false detections. Upon detecting drowsiness, an integrated 

alert mechanism triggers auditory and visual warnings to prompt driver responsiveness. 

Optimized for low-latency inference (<50ms per frame), the system ensures real-time performance and is computationally efficient, making it suitable 

for edge deployment on Raspberry Pi and other embedded systems. Its modular design allows easy integration into smart vehicle monitoring systems, 

fleet management applications, and intelligent transportation solutions. Additionally, the system’s scalability makes it adaptable for use in public 

transport, logistics, and industrial vehicle safety monitoring, contributing to a proactive approach in accident prevention and driver health assessment. 

3.2. System Architecture 

The proposed system is structured into five primary components: 

1. Video Acquisition – Captures real-time video frames using a high-resolution webcam. 

2. Facial and Eye Feature Detection – Employs OpenCV-based Haar cascades to detect facial landmarks and extract the eye region for further 

analysis. 

3. CNN-Based Classification – A trained deep learning model classifies eye states as open or closed based on extracted features. 

4. Drowsiness Detection – Implements temporal thresholding to track eye closure duration, determining the onset of drowsiness. 

5. Alert Mechanism – If prolonged eye closure is detected, the system triggers an audio-visual warning to prompt driver responsiveness. 

 

Fig1. Workflow of Driver Drowsiness System 

3.3 Data Collection and Preprocessing 

 

The system was trained on a diverse dataset of open and closed eye images sourced from publicly available repositories. To enhance model robustness 

and generalization, several preprocessing techniques were applied. First, grayscale conversion was performed to reduce computational complexity while 

preserving key image features. Next, image rescaling was applied to standardize input dimensions, ensuring consistent CNN processing. Normalization 

was then used to scale pixel values within a defined range, facilitating better model convergence. Additionally, data augmentation techniques, such as 
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rotation, brightness adjustments, and contrast variations, were implemented to improve the model's ability to generalize across different lighting 

conditions and facial orientations. These preprocessing steps collectively contributed to higher detection accuracy and improved real-world performance. 

3.4 CNN-Based Classification 

The Convolutional Neural Network (CNN) model used in this study consists of multiple layers designed for efficient feature extraction and classification. 

Convolutional layers extract spatial patterns from the eye region, while pooling layers reduce dimensionality and mitigate overfitting. The extracted 

features are passed through fully connected layers, which perform binary classification to determine whether the eyes are open or closed. The model was 

trained using TensorFlow/Keras, employing the Adam optimizer and binary cross-entropy loss function to achieve optimal performance. Experimental 

results demonstrated high classification accuracy, ensuring reliable detection of drowsiness. 

3.5 Real-Time Detection and Alert Mechanism 

The trained CNN model was deployed in a real-time processing environment, where incoming video frames were analyzed continuously. Facial and eye 

detection algorithms were applied using OpenCV, followed by CNN-based classification of eye states. If the eyes remained closed for a predefined 

duration, the system identified drowsiness and activated an alert mechanism, which included an auditory buzzer and an on-screen warning message to 

prompt driver responsiveness. 

4. RESULTS 

The proposed real-time drowsiness detection system was evaluated using standard performance metrics, including accuracy, precision, recall, and F1-

score, to assess its effectiveness in detecting driver fatigue. The CNN-based model achieved an accuracy of 94.2%, demonstrating high reliability in 

distinguishing between alert and drowsy states. The precision (92.8%) and recall (91.5%) indicate a well-balanced model, minimizing false positives 

and false negatives, while the F1-score (92.1%) confirms its overall robustness. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig:2  Eyes open                                                                                      Fig:3 Eyes closed with Drowsiness Alert 

5. CONCLUSION 

Drowsiness detection remains a critical challenge in intelligent transportation systems, directly impacting road safety and accident prevention. This study 

presents a deep learning-driven real-time drowsiness detection framework, leveraging CNN models, OpenCV-based facial analysis, and adaptive alert 

mechanisms to enhance detection accuracy and response efficiency. Compared to traditional threshold-based methods, the proposed approach offers 

superior robustness across varying conditions. While existing research has made significant strides, challenges such as false positives, real-time 

deployment constraints, and privacy concerns persist. This work addresses these gaps by implementing adaptive sensitivity mechanisms and on-device 

processing, ensuring both scalability and data security. Future advancements will focus on multi-modal fatigue detection, incorporating physiological 

sensors, head pose estimation, and IoT-based remote monitoring to enhance system reliability. By bridging the gap between research and real-world 

implementation, this study contributes to the evolution of next-generation intelligent driver assistance systems, reinforcing safety and efficiency in 

transportation. 
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