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ABSTRACT

This study presents the development of a Monkeypox prediction model using Convolutional Neural Network (CNN) optimized through the integration of Grey
Wolf Optimization (GWO) algorithm. The dataset used for the implementation is a Kaggle dataset with 24,500 cases and 11 clinical features in order to create a
reliable diagnostic method. Missing value elimination and data balancing using the SMOTEEN algorithm were preprocessing techniques that reduced class
imbalance and ensured data quality. The CNN model was meticulously built utilising regularisation, max pooling, and Rectified Linear Unit (ReLU) activation
techniques to prevent overfitting and underfitting. Essential parameters like as learning rate, batch size, and filter size were adjusted through hyperparameter
optimisation utilising the GWO approach in order to get the best possible model performance. The proposed model demonstrated exceptional accuracy (95.21%),
precision (95.54%), recall (98.05%), and F1-score (96.78%) with an AUC score of 92.59%, indicating its robustness in detecting monkeypox patients. This work
demonstrates the potential of integrating optimisation techniques with deep learning for the early identification of infectious diseases. The proposed approach
addresses significant challenges in medical diagnostics and provides a framework for developing accurate, reliable, and efficient diagnostic systems for public
health applications.
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1. INTRODUCTION

A new viral disease known as Mpox has been detected in 75 countries and is currently causing a global outbreak that is spreading quickly (Hussain et
al., 2022). A Danish laboratory employing monkeys discovered the first mpox virus outbreak in 1958 (Moore et al., 2022). In 1970, the virus was first
known to spread from person to animal in the Democratic Republic of the Congo (Thornhill et al., 2022). When an outbreak of suspected mpox was
detected in an 11-year-old child in 2018, the disease was considered serious. On January 1, 2019, there were 132 confirmed cases of this illness and
seven deaths. The World Health Organisation (WHO) announced on June 23, 2022, that over 3000 mpox virus infections have occurred in over 50
nations in five regions (Thornhill et al., 2022).

This disease has drawn the attention of the WHO, which has deemed it a global health emergency (WHO, 2023). The difficulties in diagnosing mpox
include the fact that symptoms are sometimes vague and that a diagnosis may not be made for days. Furthermore, the lack of widespread access to
Polymerase Chain Reaction (PCR) testing hinders prompt disease diagnosis. To prevent the disease's transmission, mpox must be identified early.
However, while mpox and other diseases including scarlet fever, roseola, and smallpox are similar, early identification is challenging (Jaradat et al.,
2023).

Medical image analysis has recently attracted a lot of interest in artificial intelligence (AI) methods including machine learning and deep learning.
These techniques have showed promise in a variety of applications, including the diagnosis of skin diseases. According to Hahn et al. (2021),
Convolutional Neural Networks (CNNs) are a powerful tool for medical image analysis and have shown remarkable efficacy in image analysis tasks.

There are many difficulties with using CNNs to categorise skin lesions (Kattenborn et al., 2021). To begin with, training and validating CNN models is
challenging due to the scarcity of big and high-quality datasets of monkeypox skin lesions. Second, CNN models may not accurately detect monkeypox
lesions due to variations in their size, shape, colour, texture, and position on the body (Kawakami et al., 2019; Lin et al., 2021). Third, the CNN models
may misclassify or confuse some lesions due to their overlapping characteristics with other skin disorders or diseases. Finally, to guarantee the CNN
models' robustness, generalisability, and dependability in actual clinical situations, additional testing and validation on bigger and more varied datasets
could be necessary (Keser et al., 2022).

This study's main goal is to use CNNs and the Grey Wolf Optimisation (GWO) approach to develop an accurate and reliable system for the automated
classification of monkeypox skin lesions. Monkeypox skin lesions may be successfully classified to help with early diagnosis, treatment, and detection,
which will eventually improve patient outcomes.
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2. RESEARCH METHODOLOGY

This study's methodology discusses the Monkeypox prediction model, which consists of four stages which includes; pre-processing the data, feature
selection from the pre-processed data to determine the most important symptoms that can improve the diagnosis's accuracy, Monkeypox prediction
using the CNN model and CNN hyperparameter optimisation using the GWO algorithm. In the last step, the model is assessed using measures
including F1-score, recall, accuracy, and precision. The model that performs the best is chosen to be the final model. The four stages of the suggested
model are shown in Figure 1.

Figure 1: Methodology of the Proposed System using Optimized CNN for Monkeypox Prediction

2.1 Data Acquisition

The Monkeypox dataset is the one utilised to construct the suggested model. The dataset documents the clinical manifestations of human monkeypox
infection during the epidemic at a major London location in 2022. The dataset, which includes 24,500 cases with 11 characteristics and a target variable
indicating the presence or absence of monkeypox, is openly accessible on Kaggle and some of the symptoms considered in the dataset are fever,
enlarged lymph nodes, aches and pains in the muscles, pains in the rectal area, sore throat, penile oedema, oral lesions, a single lesion, enlarged tonsils,
HIV infection, and sexually transmitted infection. Sample photos of monkeypox data are shown in Figure 2.
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Figure 2: Sample of Monkeypox dataset (Gupta et al., 2023)

2.2 Data Preprocessing

The data must be cleaned and pre-processed to eliminate noise and extraneous information in order to increase the classification model's accuracy and
efficiency. This process of data cleaning for the Monkeypox dataset removes missing values. SMOTEEN which is a combination of the Synthetic
Minority Over-sampling Technique (SMOTE) (Elreedy et al., 2024) with Edited Nearest Neighbours (ENN) (Alejo et al., 2010) to produce a balanced
dataset that is less prone to noise, is a widely used technique for data balancing (Muaz et al., 2020).

2.3 Feature Extraction

Selecting the most significant features is a crucial stage in creating prediction models as it has a direct impact on the models' performance, after
preparation of the monkeypox dataset by removing null values and balancing the data using the SMOTEEN approach (Boukif et al., 2018). One useful
technique for determining the connections between a dataset's properties is correlation analysis. The most significant characteristics may be chosen, and
the number of variables in the model may be decreased, by determining which variables have a high association with the target variable. As a result,
this can decrease overfitting and increase the model's accuracy. One method for showing the correlation coefficients between variable pairs in a dataset
is to create a correlation matrix. Correlation coefficients, which range from -1 to 1, show the strength and direction of the relationship between two
variables. A value of 1 indicates a perfect positive correlation, a value of -1 indicates a perfect negative correlation, and a value of 0 indicates no
connection at all between the variables.

3. THE PROPOSED CNN MODEL FOR MONKEYPOX PREDICTION

In this stage, the CNN model is used to forecast monkeypox, motivated by the intriguing characteristics of deep networks. after the identification of the
most prevalent characteristics and preprocessing of the monkeypox dataset. A 1D convolutional layer with a kernel size of two and the Rectified Linear
Unit (ReLU) (Agarap, 2019) activation function makes up the input layer of the CNN architecture, which is depicted in Figure 3. The output layer is a
dense layer with a single neurone and sigmoid activation function; the hidden layer is a dense layer with the ReLU activation function; the fatten layer
is a layer to fatten the output from the preceding layer; and the pooling layer has a default pool size of two.
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Figure 3: Architecture of the Proposed CNNModel

The particular CNN layers utilised in the architecture shown in Figure 3 were chosen based on the features of the dataset used in the experiment, and
this study examined a number of CNN designs. Accuracy, loss, and validation results were some of the performance metrics used to optimise the
various CNN designs. To make sure the system wasn't overfitted or underfitted, we used a range of strategies during the model's training and
assessment phases. We ensured that the model was sufficiently sophisticated to identify the underlying patterns in the data in order to avoid underfitting.
By choosing the right model architecture and hyperparameters, this was accomplished. We also pre-processed the data and added extra samples to the
dataset to ensure that it was representative of the issue domain.

To prevent overfitting during the training phase, we used techniques like regularisation and early pausing. Early stopping was used to halt the training
process as soon as the validation error stopped increasing, preventing the model from learning the training data. To reduce the model's complexity and
prevent it from overfitting to the training set, regularisation was also used. We also evaluated the model's performance on an alternative test set to
ensure that it worked well when applied to unknown data. If the model performed well on the test set, it indicated that it was not overfit to the training
data. A trade-off between generalisation performance and model complexity was explored in order to avoid either overfitting or underfitting the system.

3.1 CNN Hyperparameter Optimization using GWO Algorithm

For our design, the CNN model was chosen, and its hyperparameters were changed to observe the outcomes. Since the deep learning architecture is
composed of parameterised functions, the accuracy of monkeypox detection is greatly impacted by optimal parameters in particular. To find the optimal
values for a range of hyperparameters, such as learning rate, batch size, number of layers, and filter size, the GWO technique (Mirjalili et al., 2014) has
been utilised to address several optimisation problems, including CNN parameter tuning. The GWO optimisation approach may be used to modify
CNN parameters by defining the search space for each hyperparameter and searching for the optimal set of hyperparameters (Mustaffa et al., 2015).
The hyperparameters are seen as choice variables, while CNN's performance metric, classification accuracy, acts as the method's objective function (El-
Gaafary et al., 2015). A population of grey wolves, each representing a potential solution, is the starting point for the GWO algorithm (Emary et al.,
2015).

To ascertain the effectiveness of each solution, the CNN is trained on a training dataset and its performance is assessed on a validation dataset. A series
of algorithms that mimic the social behaviour of grey wolves in the wild are then used to adjust each grey wolf's location based on how well each
solution performs. This iterative process continues until a stopping condition is reached, such as a restriction on the number of iterations or a little
improvement in the performance indicator. The optimal solution identified by the GWO approach is the same as the CNN's ideal set of hyperparameters.
For monkeypox prediction, Figure 4 displays the flowchart for the proposed GWO-based hyperparameter-optimized CNN algorithm (Altindis et al.,
2022; McCollum and Damon, 2014).
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Figure 4: Flowchart of the proposed monkeypox prediction model

Figure 4 shows the CNN architecture, which accepts input vectors,
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selected from training data. The resultant output of this function is the accuracy of the model.

4. SYSTEM IMPLEMENTATION

A organised technique that includes CNN modelling, feature selection, data preparation, and hyperparameter optimisation using the Grey Wolf
Optimisation (GWO) algorithm is used to develop the monkeypox prediction system in MATLAB. To improve model performance, data preparation
entails loading the dataset, eliminating missing values, and balancing the dataset using the SMOTEEN approach. Correlation analysis is used in feature
selection to find and keep the most important characteristics that are associated with the target variable, increasing accuracy and decreasing overfitting.
An input layer, convolutional and pooling layers, fully connected layers and a sigmoid-activated output layer comprise the architecture of a CNN. To
avoid underfitting and overfitting, the model is trained using the proper settings, such as regularisation and early stopping.

The GWO technique is used to optimise CNN hyperparameters such learning rate, batch size, and filter size in order to improve prediction accuracy.
Using classification accuracy as the goal function, the GWO algorithm iteratively searches for the ideal parameter set by simulating the social
behaviour of grey wolves. Following training on the processed and balanced dataset, the optimised CNN's performance is assessed on a different test
set using measures like as accuracy, precision, recall, and F1-score. This guarantees that the model will generalise to new data, resulting in an effective
and trustworthy approach for predicting monkeypox. For smooth system component execution and integration, the solution makes use of MATLAB's
Deep Learning and Machine Learning Toolboxes.

5. RESULTS AND DISCUSSION

Prior to employing the CNN, the monkeypox dataset was pre-processed by eliminating null values and balancing the data using the SMOTEEN
technique. Following the identification of the dataset's most prevalent characteristics, CNN hyperparameter optimisation was carried out using the
GWO technique. to identify the crucial factors that affected the decision to diagnosis monkeypox. Figure 5 shows how the most prevalent variables in
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the dataset were found using the proposed model: Rectal pain, fever, STIs, enlarged lymph nodes, sore throat, penile oedema, and oral lesions are all
symptoms of HIV infection.

Figure 5: Correlation matrix of the Monkeypox diagnoses decision

After preprocessing the dataset and determining the most common features, the CNN model is utilised to predict monkeypox. However, the CNN
architecture and hyperparameter settings have a significant influence on accuracy and convergence speed. Making these hyperparameter adjustments by
hand is quite time-consuming and costly. Consequently, an automated approach is required to design the best CNN architecture with the least amount
of human intervention. In this study, we used the GWO approach to optimise the CNN hyperparameters inside a predefined search area. To investigate
the effect on the optimisation performance, we varied the maximum number of iterations and the number of search agents (population size). As
indicated in Table 1, the optimised model was applied in three distinct scenarios to obtain the best result.

Table 1: Performance results of the CNN model optimized using the GWO algorithm with different population sizes

GWO with
different parameter
combinations

Fitness score Evaluation metrics for CNN model

Accuracy Precision Recall F1 Score AUC Score

Population size = 50

Iteration = 10

0.93632 95.212 95.538 98.045 96.775 92.586

Population size=60

Iteration = 20

0.90252 93.365 93.706 97.622 95.624 89.156

Population size=70

Iteration = 30

0.90948 93.176 93.325 97.814 95.517 88.573

Table 1 displays the evaluation metrics for many CNN models with varied hyperparameters that were optimised using the GWO method. Various
combinations of population size and iteration count were used to optimise these hyperparameters. Accuracy, precision, recall, F1 score, and AUC score
were among the measures used to assess the models' performance.

The findings in Table 1 clearly show that the CNN model with the highest accuracy (95.212%) was trained with 10 iterations and a population size of
50 using parameters generated from GWO. This model also achieved the highest accuracy (95.538%) and recall (98.045%), indicating that it performed
well in identifying positive cases and lowering false positives. The model also obtained a high AUC score of 92.586% and a high F1 score of 96.775%.
The study's findings suggest that the hyperparameters used by GWO such as population size, learning rate, and number of iterations, which may have a
substantial effect on CNN performance. As seen by the different fitness ratings attained in each run, it is also critical to keep in mind that the population
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size and number of iterations employed in the optimisation process may have an impact on the final result. Interestingly, the study also shows that
larger populations and more repeats did not always result in higher fitness scores.

Figure 6 shows the CNN model's ROC curve on the test dataset after its parameters were adjusted using the GWO approach. The GWO method was
used with various population size and iteration count combinations. The ROC curve with an AUC score of 0.93 displays the CNN model that was
trained with a population size of 50 and 10 iterations using the GWO optimiser. This result suggests that the model has a good discriminating potential
and can effectively differentiate between positive and negative classes.

Figure 6: CNN model ROC curve after applying GWO in the three conditions (a) population size = 50 and iterations = 10 (b) population size = 60 and
iterations = 20 (c) population size = 70 and iterations = 30

5. CONCLUSION

This study used a Convolutional Neural Network (CNN) optimised with the Grey Wolf Optimisation (GWO) method to create a reliable monkeypox
prediction model. Preprocessing, feature selection, model creation, and hyperparameter tweaking were the main focusses of the technique. The dataset
had 24,500 cases with 11 clinical characteristics and was obtained from Kaggle. The SMOTEEN technique, which reduced noise and addressed class
imbalance, was used to balance the data and remove missing values as part of the preprocessing step. Eight crucial symptoms, including fever, swollen
lymph nodes, and rectal pain, were shown to be the most suggestive of a monkeypox infection by feature selection using correlation analysis.

In order to avoid underfitting and overfitting, the CNN architecture was customised for the dataset using regularisation approaches, max pooling, and
ReLU activation functions. In order to ensure optimal model performance, the GWO algorithm successfully adjusted important hyperparameters such
as learning rate, batch size, and filter size. During GWO optimisation, a population size of 50 and 10 iterations produced the best results. With a
95.21% accuracy, 95.54% precision, 98.05% recall, and a 96.78% F1-score, the model showed exceptional performance. An Area Under the Curve
(AUC) score of 92.59% demonstrated how well the model could differentiate between instances of monkeypox and those that weren't.
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The study concludes that in order to create high-performing diagnostic systems, it is critical to combine sophisticated preprocessing methods, effective
feature selection, and hyperparameter optimisation. The suggested method produced a dependable and accurate monkeypox prediction model by
effectively addressing issues including class imbalance, noise, and parameter tuning. These results offer a foundation for improving infectious disease
detection systems by utilising deep learning and optimisation methods.
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