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ABSTRACT: 

It is a Machine learning project to detect crimes occurring in a city and to analyze them. In this dataset we have columns such as- Occurence date, month, 

reporting date, Neighborhood, type of offence, MCI (or Major Crime Indicators). This would help in clearly showcasing which neighbourhood are dangerous and 

require more focus of police agencies. It would also supplement to the general public's knowledge for their own well-being and safety. Our study aims to find 

spatial and temporal criminal hotspots and also forcasting of crime using a set of real- world datasets of crimes. We will try to locate the most likely crime 

locations and their frequent occurrence time. In addition,we will predict what type of crime might occur next in a specific location within a particular time. 

Finally, we intend to provide an analysis study by combining our findings of a particular crimes dataset with its demographics information. 

 

Keyword: MCI(Major Crime Indicators), Temporal criminal hotspots, Forcasting of crime using a set of real- world datasets of Crimes. Crimes dataset 

with its demographics information. 

Introduction: 

Crime hotspots refer to specific geographic areas where the incidence of crime is significantly higher than the surrounding regions. Identifying these 

hotspots is crucial for law enforcement agencies as it allows for the efficient allocation of resources, deployment of patrols, and development of 

targeted interventions. Hotspot analysis typically involves examining historical crime data to discern patterns and trends. This analysis can reveal critical 

insights into the types of crimes prevalent in specific areas, times of occurrence, and the demographics of affected populations. 

 

Traditionally, crime hotspot detection relied on statistical methods and geographic information systems (GIS). Techniques such as kernel density 

estimation (KDE) and spatial autocorrelation have been employed to visualize and quantify crime concentration. However, these methods often struggle 

to incorporate the vast amounts of data generated in urban environments, including social media, economic indicators, and environmental factors. 

 

Machine learning enhances crime detection and prediction by leveraging advanced algorithms capable of learning from historical crime data. 

Techniques such as supervised learning, unsupervised learning, and deep learning enable the analysis of complex datasets, allowing for the 

identification of hidden patterns and correlations. For instance, supervised learning algorithms can predict where and when crimes are likely to occur 

based on historical data, while unsupervised methods can reveal clusters of crime incidents that might not be apparent through traditional analysis. 

 

Key data sources for these models include historical crime reports, demographic information, environmental conditions, and even social media activity. 

By integrating these diverse data streams, machine learning models can offer a more comprehensive understanding of crime dynamics, helping police 

departments transition from reactive responses to proactive strategies. This capability is crucial for enhancing community safety and building trust 

between law enforcement and the communities they serve. 

 

However, the implementation of machine learning in crime prediction is not without challenges. Concerns about data privacy, bias in historical data, and 

the potential for misuse raise important ethical questions. For instance, predictive policing tools must ensure they do not reinforce existing biases or 

disproportionately target specific communities. Therefore, transparency and accountability in how these models operate are essential to maintain public 

trust. 

 

Looking ahead, the future of crime hotspot detection and prediction is promising, with opportunities for real-time data integration and community 

engagement. By incorporating real-time feeds from social media and emergency services, law enforcement can enhance their situational awareness and 

responsiveness. Additionally, involving community stakeholders in the development and application of these technologies can help address local 

concerns and foster collaboration. 
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In summary, crime hotspot detection and future crime prediction through machine learning represent a significant advancement in urban safety 

strategies. By harnessing the power of data analytics, law enforcement can better understand crime patterns, anticipate incidents, and implement 

proactive measures that ultimately enhance community well-being. However, careful consideration of 

ethical implications and community involvement will be essential to ensure these technologies serve the public effectively and justly. 

Literature Survey: 

1. “Crime Prediction Using Machine Learning and Deep Learning: A Systematic Review and Future Directions” [1] 

Predicting crime using machine learning and deep learning techniques has gained considerable attention from researchers in recent years, focusing on 

identifying patterns and trends in crime occurrences. This review paper examines over 150 articles to explore the various machine learning and deep 

learning algorithms applied to predict crime. The study provides access to the datasets used for crime prediction by researchers and analyzes prominent 

approaches applied in machine learning and deep learning algorithms to predict crime, offering insights into different trends and factors related to 

criminal activities. Additionally, the paper highlights potential gaps and future directions that can enhance the accuracy of crime prediction. Finally, the 

comprehensive overview of research discussed in this paper on crime prediction using machine learning and deep learning approaches serves as a 

valuable reference for researchers in this field. By gaining a deeper understanding of crime prediction techniques, law enforcement agencies can develop 

strategies to prevent and respond to criminal activities more effectively 

2. “Smart Policing Technique With Crime Type and Risk Score Prediction Based on Machine Learning for Early Awareness of Risk 

Situation” [2] 

In order to quickly and effectively respond to a newly received criminal case, information regarding the type and severity of the case is crucial for 

authorities. This paper designs and develops a crime type and risk level prediction technique based on machine learning technology and verifies its 

performance. The designed technology can predict crime type and crime risk level using a text-based criminal case summary, which is criminal case 

receipt data. For the text-based criminal case summary data, the KICS data format is considered, which is actual policing data that contains information 

about criminal cases. For the crime type, 21 representative types of crimes are considered; therefore, the system can predict one of 21 types of crime for 

each criminal case. Furthermore, to predict the crime risk level, we developed a crime risk calculation formula. The developed formula calculates the 

crime risk level and outputs the risk score in numerical terms considering the severity and damage level of the criminal case. To predict the crime type 

and crime risk score, both DNN and CNN- based prediction models were designed and developed. The performance evaluation section shows that, in the 

case of crime type prediction, the proposed prediction models can achieve better performance than traditional classification algorithms such as naïve 

Bayes and SVM. The performance of the CNN-based crime type prediction model is about 7% and 8% better than those of the SVM algorithm and the 

naïve Bayes algorithm, respectively. 

3. “Spatio-Temporal Crime Predictions by Leveraging Artificial Intelligence for Citizens Security in Smart Cities” [3] 

Smart city infrastructure has a significant impact on improving the quality of humans life. However, a substantial increase in the urban population from 

the last few years poses challenges related to resource management, safety, and security. To ensure the safety and security in the smart city environment, 

this paper presents a novel approach by empowering the authorities to better visualize the threats, by identifying and predicting the highly-reported 

crime zones in the smart city. To this end, it first investigates the Hierarchical Density-Based Spatial Clustering of Applications with Noise 

(HDBSCAN) to detect the hot-spots that have a higher risk of crime occurrence. Second, for crime prediction, Seasonal Auto- Regressive Integrated 

Moving Average (SARIMA) is exploited in each dense crime region to predict the number of crime incidents in the future with spatial and temporal 

information. The proposed HDBSCAN and SARIMA based crime prediction model is evaluated on ten years of crime data (2008-2017) for New York 

City (NYC). The accuracy of the model is measured by considering different time scenarios such as the year-wise, (i.e., for each year), and for the total 

considered duration of ten years using an 80:20 ratio. The 80% of data was used for training and 20% for testing. The proposed approach outperforms 

with an average Mean Absolute Error (MAE) of 11.47 as compared to the highest scoring DBSCAN based method with MAE 27.03. 

4. “An Empirical Analysis of Machine Learning Algorithms for Crime Prediction Using Stacked Generalization: An Ensemble 

Approach” [4] 

Ensemble learning method is a collaborative decision-making mechanism that implements to aggregate the predictions of learned classifiers in order to 

produce new instances. Early analysis has shown that the ensemble classifiers are more reliable than any single part classifier, both empirically and 

logically. While several ensemble methods are presented, it is still not an easy task to find an appropriate configuration for a particular dataset. Several 

prediction-based theories have been proposed to handle machine learning crime prediction problem in India. It becomes a challenging problem to 

identify the dynamic nature of crimes. Crime prediction is an attempt to reduce crime rate and deter criminal activities. This work proposes an efficient 

authentic method called assemble-stacking based crime prediction method (SBCPM) based on SVM algorithms for identifying the appropriate 

predictions of crime by implementing learning-based methods, using 

MATLAB. The SVM algorithm is applied to achieve domain-specific configurations compared with another machine learning model J48, SMO Naïve 

byes bagging and, the Random Forest. The result implies that a model of a performer does not generally work well. In certain cases, the ensemble model 

outperforms the others with the highest coefficient of correlation, which has the lowest average and absolute errors. The proposed method achieved 99.5% 

classification accuracy on the testing data. The model is found to produce more predictive effect than the previous researches taken as baselines, 

focusing solely on crime dataset based on violence. The results also proved that any empirical data on crime, is compatible with criminological theories. 

The proposed approach also found to be useful for predicting possible crime predictions. And suggest that the prediction accuracy of the stacking 

ensemble model is higher than that of the individual classifier. 

5. “Unsupervised Domain Adaptation for Crime Risk Prediction Across Cities” [5] 

`Crime risk prediction is crucial for city safety and residents’ life quality. However, without labeled data, it is challenging to predict crime risk in cities. 

Due to municipal regulations and maintenance costs, it is not trivial for many cities to collect high-quality labeled crime data. In particular, some cities 

have lots of labeled data while others may have few. It has been possible to develop a crime prediction model for a city without labeled crime data by 
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learning knowledge from a city with abundant data. Nevertheless, the inconsistency of relevant context data between cities exacerbates the difficulty of 

this prediction task. To this end, this article proposes an effective unsupervised domain adaptation model (UDAC) for crime risk prediction across cities 

while addressing the contexts’ inconsistency issue. More specifically, we first identify several similar source city grids for each target city grid. Based 

on these source city grids, we then construct auxiliary contexts for the target city, to make contexts consistent between the two cities. A dense 

convolutional network with unsupervised domain adaptation is designed to learn high-level representations for accurate crime risk prediction and 

simultaneously learn domain-invariant features for domain adaptation. The effectiveness of our model is verified through extensive experiments using 

three real-world datasets. 

6. “Spatio-Temporal Crime HotSpot Detection and Prediction: A Systematic Literature Review” [6] 

The primary objective of this study is to accumulate, summarize, and evaluate the state-ofthe-art for spatio-temporal crime hotspot detection and 

prediction techniques by conducting a systematic literature review (SLR). The authors were unable to find a comprehensive study on crime hotspot 

detection and prediction while conducting this SLR. Therefore, to the best of author’s knowledge, this study is the premier attempt to critically 

analyze the existing literature along with presenting potential challenges faced by current crime hotspot detection and prediction systems. The SLR is 

conducted by thoroughly consulting top five scientific databases (such as IEEE, Science Direct, Springer, Scopus, and ACM), and synthesized 49 

different studies on crime hotspot detection and prediction after critical review. This study unfolds the following major aspects: 1) the impact of data 

mining and machine learning approaches, especially clustering techniques in crime hotspot detection; 2) the utility of time series analysis techniques 

and deep learning techniques in crime trend prediction; 3) the inclusion of spatial and temporal information in crime datasets making the crime 

prediction systems more accurate and reliable; 4) the potential challenges faced by the state-of-the-art techniques and the future research directions. 

Moreover, the SLR aims to provide a core foundation for the research on spatio- temporal crime prediction applications while highlighting several 

challenges related to the accuracy of crime hotspot detection and prediction applications. 

7. “Risk Prediction of Theft Crimes in Urban Communities: An Integrated Model of LSTM and ST-GCN’’ [7] 

Urbanization has been speeding up social and economic transformations in urban communities, the smallest social units in a city. However, urbanization 

brings challenges to urban management and security. Therefore, a system of risk prediction of crimes may be essential to crime prevention and control in 

urban communities and its system improvement. To tackle crime-related problems in urban communities, this paper proposes a model of daily crime 

prediction by combining Long Short-Term Memory Network (LSTM) and Spatial-Temporal Graph Convolutional Network (ST-GCN) to automatically 

and effectively detect the high-risk areas in a city. Topological maps of urban communities carry the dataset in the model, which mainly includes two 

modules — spatial-temporal features extraction module and temporal feature extraction module — to extract the factors of theft crimes collectively. We 

have performed the experimental evaluation of the existing crime data from Chicago, America. The results show that the integrated model demonstrates 

positive performance in predicting the number of crimes within the sliding time range. 

8. “Empirical Analysis for Crime Prediction and Forecasting Using Machine Learning and Deep Learning Techniques” [8] 

Crime and violation are the threat to justice and meant to be controlled. Accurate crime prediction and future forecasting trends can assist to enhance 

metropolitan safety computationally. The limited ability of humans to process complex information from big data hinders the early and accurate 

prediction and forecasting of crime. The accurate estimation of the crime rate, types and hot spots from past patterns creates many computational 

challenges and opportunities. Despite considerable research efforts, 

yet there is a need to have a better predictive algorithm, which direct police patrols toward criminal activities. Previous studies are lacking to achieve 

crime forecasting and prediction accuracy based on learning models. Therefore, this study applied different machine learning algorithms, namely, the 

logistic regression, support vector machine (SVM), Naïve Bayes, k-nearest neighbors (KNN), decision tree, multilayer perceptron (MLP), random forest, 

and eXtreme Gradient Boosting (XGBoost), and time series analysis by long-short term memory (LSTM) and autoregressive integrated moving average 

(ARIMA) model to better fit the crime data. The performance of LSTM for time series analysis was reasonably adequate in order of magnitude of root 

mean square error (RMSE) and mean absolute error (MAE), on both data sets. Exploratory data analysis predicts more than 35 crime types and suggests 

a yearly decline in Chicago crime rate, and a slight increase in Los Angeles crime rate; with fewer crimes occurred in February as compared to other 

months. The overall crime rate in Chicago will continue to increase moderately in the future, with a probable decline in future years. The Los Angeles 

crime rate and crimes sharply declined, as suggested by the ARIMA model. Moreover, crime forecasting results were further identified in the main 

regions for both cities. Overall, these results provide early identification of crime, hot spots with higher crime rate, and future trends with improved 

predictive accuracy than with other methods and are useful for directing police practice and strategies. 

9. “Comparison of Machine Learning Algorithms for Predicting Crime Hotspots” [9] 

Crime prediction is of great significance to the formulation of policing strategies and the implementation of crime prevention and control. Machine 

learning is the current mainstream prediction method. However, few studies have systematically compared different machine learning methods for 

crime prediction. This paper takes the historical data of public property crime from 2015 to 2018 from a section of a large coastal city in the southeast of 

China as research data to assess the predictive power between several machine learning algorithms. Results based on the historical crime data alone 

suggest that the LSTM model outperformed KNN, random forest, support vector machine, naive Bayes, and convolutional neural networks. In addition, 

the built environment data of points of interests (POIs) and urban road network density are input into LSTM model as covariates. It is found that the 

model with built environment covariates has better prediction effect compared with the original model that is based on historical crime data alone. 

Therefore, future crime prediction should take advantage of both historical crime data and covariates associated with criminological theories. Not all 

machine learning algorithms are equally effective in crime prediction. 
10. “Crime Spatiotemporal Prediction With Fused Objective Function in Time Delay Neural Network” [10] 

In the criminology area, to detain the serial criminal, the forthcoming serial crime time, distance, and criminal’s biography are essential keys. The main 

concern of this study is on the upcoming serial crime distance, time, and suspect biographies such as age and nationality. In conjunction with having time 

delays, the dynamic classifier, like Time Delay Neural Network (TDNN) utilized to perform nonlinear techniques-based predictions. The TDNN 

classifier system, like Back Propagation Through Time (BPTT) and Nonlinear Autoregressive with Exogenous Input (NARX) are two prominent 

examples. However, BPTT and NARX techniques are unable to identify the dynamic system by using single-activation functions due to producing 
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lower accuracy. Hence, during the training phase, the direct minimization of the TDNN error can further enhance the single activation function. Thus, 

this work introduces an enhanced NARX (eNARX) model based on the proposed activation functions of SiRBF via fusion of two functions of the 

hyperbolic tangent (Tansig) and Radial Basis Function (RBF), in the same hidden layer. If a fusion of activation functions can affect the TDNN error 

minimization, then fusing of the Tansig and RBF functions can produce a precise prediction for crime spatiotemporal. To evaluate the proposed 

technique and compared it with existing NARX and BPTT, we utilized five time-series datasets, namely, Dow Jones Index, Monthly River flow in 

cubic meters per second, Daily temperature, and UKM-PDRM datasets namely, ‘‘Suspect & Capture’’ and ‘‘Crime Plotting.’’ The analysis of the results 

demonstrated that the proposed eNARX produce higher accuracy in comparison to other techniques of NARX and BPTT. Consequently, the proposed 

technique provides more effective results for the prediction of commercial serial crime. 

11. “Situation-Aware Deep Reinforcement Learning Link Prediction Model for Evolving Criminal Networks”[11] 

Evidently, criminal network activities have shown an increasing trend in terms of complexity and frequency, particularly with the advent of social media 

and modern telecommunication systems. In these circumstances, law enforcement agencies have to be armed with advance criminal network analysis 

(CNA) tools capable of uncovering with speed, probable key hidden relationships (links/edges) and players (nodes) in order to anticipate, undermine 

and cripple organised crime syndicates and activities. The development of link prediction models for network orientated domains is based on Social 

Network Analysis (SNA) methods and models. The key objective of this research is to develop a link prediction model that incorporates a fusion of 

metadata (i.e. environment data sources such as arrest warrants, judicial judgement, wiretap 

records and police station proximity) with a time-evolving criminal dataset in order to be aware of real-world situations to improve the quality of link 

prediction. Based on the review of related work, most of the models are constructed by leveraging on classical machine learning (ML) techniques such 

as support vector machine (SVM) without metadata fusion. The problem with the use of classical ML techniques is the lack of available domain dataset 

which is sufficiently large for training purpose. Compared to sociaI network, criminal network dataset by nature tends to relatively much smaller. In 

view of this, deep reinforcement learning (DRL) technique which could improve the training of models with the self-generated dataset is leveraged upon 

to construct the model. In this research, a purely time-evolving DRL model (TDRL-CNA) without metadata fusion is designed as a baseline for 

comparison with the metadata fusion model (FDRL-CNA). The experimental results show that the predictive accuracy of new and recurrent links by the 

FDRL-CNA model is higher than the baseline TDRL-CNA model that does not factor data fusion from different data sources. 

12. “A reinforcement learning approach combined with scope loss function for crime prediction on Twitter” [12] 

Online social networks, especially Twitter, have become focal points for illicit activities, providing unique criminal investigation opportunities. This 

paper introduces an innovative methodology that uses social media sentiment analysis to predict criminal activities. One major challenge in sentiment 

analysis is the uneven distribution of sentiment classes, where traditional models often fail to accurately classify instances of the minority class due to the 

overwhelming presence of majority class data. To tackle this issue, we propose a model that combines a reinforcement learning (RL) algorithm with a 

scope loss function. The RL approach uses a reward mechanism that assigns a more significant value to correctly predicting minority class instances 

over majority class ones. The scope loss function ensures an optimal balance between utilizing known data and exploring new data, thus maintaining a 

delicate equilibrium between accuracy and generalizability. Our model employs a series of convolutional neural networks (CNNs) to extract significant 

features from textual content, which are then utilized for sentiment classification. We also incorporate an advanced artificial bee colony (ABC) 

optimization technique to refine the model's hyperparameters. The effectiveness of our approach was empirically tested using two distinct datasets: one 

consisting of crime incident reports from the Chicago Police Department covering the period from September 2019 to July 2024 and another 

comprising tweets containing crime-related terms related to Chicago. The predictive capabilities of our proposed model were benchmarked against 

existing models, demonstrating superior performance with accuracies of 96.411% and 94.088%, respectively. This breakthrough highlights the potential  

of  integrating  sentiment  analysis  with reinforcement learning to significantly enhance the predictive accuracy of crime-related activities in 

online social networks, offering valuable insights for law enforcement and criminal investigation applications. 
13. “Theoretical and Empirical Analysis of Crime Data” [13] 

Crime is one of the biggest and dominating problems in today’s world and it is not only harmful to the person involved but also to the community and 

government. Due to escalation in crime frequency, there is a need for a system that can detect and predict crimes. This paper describes the summary of 

the different methods and techniques used to identify, analyze and predict upcoming and present crimes. This paper shows, how data mining techniques 

can be used to detect and predict crime using association mining rule, kmeans clustering, decision tree, artificial neural networks and deep learning 

methods are also explained. Most of the researches are currently working on forecasting the occurrence of future crime. There is a need for approaches 

that can work on real-time crime prediction at high speed and accuracy. In this paper, a model has been proposed that can work on real-time crime 

prediction by recognizing human actions. 

14. “Multimodal Deep Learning Crime Prediction Using Tweets” [14] 

Crime prevention relies on crime prediction as a crucial method to determine the most effective patrol strategy for law enforcement agencies. Various 

approaches and solutions have been utilized to predict criminal activity. Nonetheless the environment and nature of information for crime prediction is 

constantly changing. The utilization of social media for sharing information and ideas has experienced a significant surge. Twitter, in particular, is 

regarded as a valuable platform for gathe ring public sentiments, emotions, perspectives, and feedback. In this regard, techniques for analyzing the 

sentiment of tweets on Twitter have been developed to ascertain whether the textual content conveys a positive or negative viewpoint on crime incident. 

Data fusion is a significant technique to integrate the information from crime and tweets data source. Therefore, this study aims to leverage semantic 

knowledge learned in the text domain and historical crime data, and transfer them into a model trained crime prediction. We applied data fusion 

technique to ConvBiL STM model to extract independent vector from tweet and crime modalities and fuse them into a single representation that 

captures the information from all modalities. This study involved collecting and conducting experiments using two datasets. The first dataset consisted 

of crime incident data obtained from the Chicago police department, specifically covering the period between September 1 and September 30, 2019. The 

second dataset comprised tweets containing crime-related terminology specific to Chicago. To evaluate the performance of our model, we benchmarked  

with  latest  crime  prediction  models, 
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including SVM, Logistic Regression, NAHC, DNN with feature-level data fusion, CrimeTelescope, ANN+BERT, and BERT-based crime prediction 

models. The experimental result showed that our ConvBiLSTM model using multimodal data fusion demonstrates superior performance compared to 

other traditional deep-learning and BERT models with an accuracy of 97.75%. 

15. “Dynamic Network Model for Smart City Data-Loss Resilience Case Study: City-to-City Network for Crime Analytics” [15] 

Today’s cities generate tremendous amounts of data, thanks to a boom in affordable smart devices and sensors. The resulting big data creates 

opportunities to develop diverse sets of context-aware services and systems, ensuring smart city services are optimized to the dynamic city environment. 

Critical resources in these smart cities will be more rapidly deployed to regions in need, and those regions predicted to have an imminent or prospective 

need. For example, crime data analytics may be used to optimize the distribution of police, medical, and emergency services. However, as smart city 

services become dependent on data, they also become susceptible to disruptions in data streams, such as data loss due to signal quality reduction or due 

to power loss during data collection. This paper presents a dynamic network model for improving service resilience to data loss. 

The network model identifies statistically significant shared temporal trends across multivariate spatiotemporal data streams and utilizes these trends to 

improve data prediction performance in the case of data loss. Dynamics also allow the system to respond to changes in the data streams such as the loss 

or addition of new information flows. The network model is demonstrated by city-based crime rates reported in Montgomery County, MD, USA. A 

resilient network is developed utilizing shared temporal trends between cities to provide improved crime rate prediction and robustness to data loss, 

compared with the use of single city-based auto-regression. A maximum improvement in performance of 7.8 % for Silver Spring is found and an 

average improvement of 5.6 % among cities with high crime rates. The model also correctly identifies all the optimal network connections, according to 

prediction error minimization. City-to-city distance is designated as a predictor of shared temporal trends in crime and weather is shown to be a strong 

predictor of crime in Montgomery County. 

Comparative Study:

 

REF 

NO 

AUTHOR 

NAME 

PUBLICATION 

OF YEAR AND 

PUBLISHER 

TITLE OF 

PAPER 
METHODOLOGY ADVANTEGE DISADVANTEGS 

1 Varun 

Mandalapu 

(varunm1@u 

mbc.edu) and 

Lavanya Elluri 

(elluri@tamuc 

t.edu) 

Date of publication 14 

June 2023, Date of 

current version 20 

June 2023. 

Crime Prediction 

Using Machine 

Learning and Deep 

Learning: A 

Systematic Review 

and Future 

Directions 

Deep Learning and 

Machine learning models 

are applied to predict 

different types of crime 

and their relation to 

weather in Newyork city. 

Predictive 

Accuracy, Real- 

Time Analysis, 

Improved Public 

Safety, Resource 

Optimization 

Bias and Fairness, Data 

Privacy Concerns, 

Overfitting and 

Generalization. 

2 Yong-Tae Lee 

(ytlee@etri.r 

e.kr) 

Date of 

publication 

September 14, 

2021, Date of current 

version October 1, 

2021 

Smart Policing 

Technique With 

Crime Type and 

Risk Score 

Prediction Based 

on Machine 

Learning for Early 

Awareness of Risk 

Situation. 

The methodology 

involves data collection 

(historical 

crime,socioeconomic, 

geospatial), 

preprocessing, 

exploratory analysis, 

model selection (e.g., 

Random Forest), training 

and testing, evaluation 

(accuracy, precision), 

and implementation. 

Smart policing 

enhances crime 

prevention through 

data- driven 

insights, optimizes 

resource allocation, 

improves response 

times, and fosters 

proactive strategies, 

ultimately 

increasing public 

safety and reducing 

crime 

rates effectively. 

potential bias in data, 

privacy concerns, over- 

reliance on algorithms, 

reduced human discretion, 

and the risk of misusing 

predictive tools, which 

may disproportionately 

target specific 

communities. 

3 Umair Muneer 

Butt, Sukumar 

Letchmunan 

and Fadratul 

Hafinaz Hassan 

Date of publication 

March 23, 2021, 

Date of current 

version April 1, 

2021. 

Spatio-Temporal 

Crime Predictions 

by Leveraging 

Artificial 

Intelligence for 

Citizens Security in 

Smart Cities 

Studies show that 

incidents of criminal 

events are not equally 

distributed within a city. 

Because of the unequal 

distribution of crimes, it 

can be considered as a 

location-oriented feature 

as some places can 

exhibit a greater risk of 

crime to be committed 

than 

others. 

Spatio-temporal 

crime predictions 

improve citizen 

security by 

enhancing police 

efficiency, 

identifying 

hotspots, and 

enabling proactive 

measures in smart 

cities. 

Spatio-Temporal Crime 

Predictions by Leveraging 

Artificial Intelligence for 

Citizens Security in Smart 

Cities. 
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Crime Prediction 
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The methodology 

involves data collection, 

preprocessing, model 

training using stacked 
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of performance metrics, 
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of algorithms. 

Improved accuracy, 

robustness against 

overfitting, better 

handling of diverse 

data, and enhanced 

predictive 

performance 

through combining 

multiple models 

effectively. 

Increased complexity, 

higher computational 

costs, longer training 

times, and potential 

difficulty in interpreting 

ensemble model 

decisions. 
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Date of 
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version 6 
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Unsupervised 

Domain 

Adaptation for 

Crime Risk 

Prediction 

Across Cities 

The methodology 

involves data collection, 

feature extraction,domain 

adaptation techniques, 

model training on source 

data, and evaluation on 

target cities. 

Improved model 

generalization, 

reduced labeling 

costs, adaptability to 

varying data 

distributions, and 

enhanced accuracy in 

diverse urban 

environments. 

It includes the potential bias 

from source data, reliance 

on feature similarity, 

limited interpretability, and 

challenges in model 

transferability across 

diverse contexts. 

6 Umair Muneer 

Butt, Sukumar 

Letchmunan, 

and Fadratul 

Hafinaz 

Hassan 

Date of 

publication 

September 8, 

2020, Date of 

current version 
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2020. 

Spatio-Temporal 

Crime HotSpot 

Detection and 

Prediction: A 

Systematic 

Literature Review 

This review analyzes 

methodologies for 

detecting and predicting 

spatio- temporal crime 

hotspots, highlighting 

techniques, trends, and 

challenges in the 

literature. 

Spatio-temporal 

crime hotspot 

detection enhances 

resource 

allocation, 

improves policing 

strategies, reduces 

crime rates, and 

informs 

community safety 

initiatives 

effectively. 

It includes data privacy 

concerns, potential biases, 

reliance on historical data, 

and the challenge of 

accurately predicting 

emerging crime patterns. 

7 Xiaofeng Hu Date of 

publication 

December 2, 

2020, Date of 

current version 

December 15, 

2020 

Risk Prediction of 

Theft Crimes in 

Urban 

Communities: An 

Integrated Model 

of LSTM and ST-

GCN 

This methodology 

integrates Long Short- 

Term Memory (LSTM) 

networks and Spatio- 

Temporal Graph 

Convolutional Networks 

(ST-GCN) for predicting 

theft crime risks in urban 

areas. 

Advantages include 

improved accuracy in 

predictions, effective 

handling of spatial-

temporal data, 

enhanced resource 

allocation, and 

proactive crime 

prevention strategies. 

High computational 

requirements, data 

dependency, potential 

overfitting, complexity in 

model interpretation, and 

challenges in real- time 

implementation. 

8 Wajiha Safat Date of 

publication May 

6, 2021, Date of 

current version 

May 17, 2021. 

Empirical Analysis 

for Crime 

Prediction and 

Forecasting Using 

Machine Learning 

and Deep Learning 

Techniques 

This methodology 

employs machine 

learning and deep 

learning techniques for 

empirical analysis, 

enhancing crime 

prediction and 

forecasting accuracy 

through data-driven 

insights. 

Higher prediction 

accuracy, 

Automated insights, 

adaptability to 

diverse data, 

scalability, and 

improved decision-

making for law 

enforcement 

agencies. 

Data quality dependence, 

potential biases, 

interpretability 

challenges, overfitting 

risks, and resource- 

intensive requirements 

for training and 

deployment. 

9 Lin Liu Date of publication 

October 2, 2020, 

Date of current 

version October 14, 

2020. 

Comparison of 

Machine Learning 

Algorithms for 

Predicting Crime 

Hotspots 

This methodology 

compares various 

machine learning 

algorithms to evaluate 

their effectiveness in 

predicting crime hotspots 

through performance 

metrics and datasets. 

Identifying optimal 

algorithms, 

enhancing 

prediction accuracy, 

providing actionable 

insights, and 

informing strategic 

resource allocation 

for law 

enforcement. 

potential overfitting, 

computational complexity, 

reliance on quality data, 

challenges in generalization, 

and limited interpretability 

of algorithm results. 
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10 Anahita 

Ghazvini 

Date of publication 

June 18, 2020, Date 

of current version 

July 1, 2020. 

Crime 

Spatiotemporal 

Prediction With 

Fused Objective 

Function in Time 

Delay Neural 

Network 

This methodology 

employs a time delay 

neural network with a 

fused objective function 

to enhance 

spatiotemporal crime 

prediction accuracy and 

efficiency. 

Advantages include 

improved 

prediction 

accuracy, better 

handling of 

temporal 

dependencies, 

enhanced model 

training efficiency, 

and effective 

integration of 

diverse data 

sources. 

Complex model 

architecture, high 

computational costs, 

challenges in tuning 

parameters, and 

potential overfitting 

with limited training 

data. 

11 NZ Jhanjhi Date of 

publication 

December 23, 

2019, Date of current 

version January 28, 

2020. 

Situation-Aware 

Deep 

Reinforcement 

Learning Link 

Prediction Model 

for Evolving 

Criminal Networks 

This methodology 

utilizes situation- aware 

deep reinforcement 

learning to model link 

prediction in evolving 

criminal networks, 

enhancing predictive 

accuracy and 

adaptability. 

It includes the 

improved 

adaptability to 

dynamic networks, 

enhanced predictive 

accuracy, real- time 

insights, and 

effective decision-

making for crime 

prevention 

strategies. 

Disadvantages include 

high computational 

requirements, complexity 

in implementation, 

potential data bias, 

challenges in model 

interpretability, and 

dependency on quality 

training data. 

12 Zhang Jian 

and Pawel 

Plawiak 

Date of publication 

Feb 2, 

2023, date of current 

version March 21, 

2024 

A reinforcement 

learning approach 

combined with 

scope loss 

function for crime 

prediction on 

Twitter 

This methodology 

integrates reinforcement 

learning with a scope 

loss function to 

enhance crime 

prediction accuracy 

using Twitter data and 

social interactions. 

Improved prediction 

accuracy, 

adaptability to 

evolving data, 

effective handling 

of social dynamics, 

and enhanced 

decision-making for 

crime 

prevention. 

High computational costs, 

complexity in model 

training, reliance on 

extensive data, potential 

overfitting, and challenges 

in real- time application. 

13 Manisha 

Mudgal,Deep 

ika Punj and 

Anuradha Pillai 

Date of Publication 

17 

February 2021 

Theoretical and 

Empirical 

Analysis of 

Crime Data 

This methodology 

combines theoretical 

frameworks and 

empirical analysis to 

assess crime data, 

identifying patterns, 

trends, and underlying 

causes for effective 

interventions. 

Comprehensive 

understanding of 

crime dynamics, 

informed policy- 

making, enhanced 

resource allocation, 

and identification of 

effective prevention 

strategies through 

data-driven insights. 

potential data biases, 

reliance on historical 

trends, complexity in 

interpretation, resource-

intensive analysis, and 

limitations in 

generalizability across 

contexts. 

14 Sakirin Tam Date of 

publication 28 

August 2023, Date 

of current version 

5 

September 2023 

Multimodal Deep 

Learning Crime 

Prediction Using 

Tweets 

This methodology 

employs multimodal 

deep learning to 

analyze tweets 

alongside other data 

sources, enhancing 

crime prediction 

accuracy through 

diverse information 

integration. 

Advantages 

include improved 

prediction 

accuracy, richer 

context from 

diverse data 

sources,enhanced 

real-time insights, 

and better 

responsiveness to 

evolving crime 

patterns. 

Disadvantages include 

high computational 

demands, challenges in 

data integration, 

potential noise from 

irrelevant information, 

and dependency on data 

quality and availability. 

15 Olivera 

Kotevska 

Date of publication 

October 12, 2017, 

Date of current 

version October 

25, 2017 

Dynamic Network 

Model for Smart 

City Data-Loss 

Resilience Case 

Study: City-to- 

City Network for 

Crime Analytics 

This methodology 

develops a dynamic 

network model for 

smart city data-loss 

resilience, facilitating 

crime analytics through 

city-to-city network 

collaboration and data 

sharing. 

Enhanced data 

resilience, 

improved 

collaboration 

between cities, 

better resource 

allocation, real- 

time crime 

insights, and 

complexity in network 

management, potential 

security vulnerabilities, 

reliance on inter-city 

cooperation, data privacy 

concerns, and high 

implementation costs. 
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increased overall 

urban safety. 

Discussion 

The rise of technology and data analytics has revolutionized various sectors, and law enforcement is no exception. Crime hotspot detection and future 

crime prediction are vital components in enhancing public safety and improving resource allocation for police departments. The integration of machine 

learning (ML) techniques into these domains provides powerful tools for analyzing vast amounts of data, identifying patterns, and forecasting potential 

criminal activities. This discussion explores the methodologies, advantages, challenges, and future directions of using machine learning for crime 

hotspot detection and prediction. 

Understanding Crime Hotspot Detection: 

Crime hotspot detection involves identifying specific geographic areas where crime is concentrated over a defined period. Traditional methods relied 

heavily on statistical analyses and simple mapping techniques, but these approaches often failed to account for complex patterns and temporal 

dynamics. Machine learning offers advanced techniques that can analyze vast datasets more effectively. 

Data Sources : 

The effectiveness of ML models in hotspot detection largely depends on the quality and diversity of the data used. Key data sources include: 

1. Historical Crime Data: Information on past crimes, including location, type, and time, forms the backbone of predictive models. 

2. Socioeconomic Indicators: Data on income levels, education, and unemployment rates can provide context for crime trends. 

3. Geospatial Data: Geographic Information Systems (GIS) enable the integration of spatial data, allowing for a more nuanced analysis of 

hotspots. 

4. Real-time Data: Incorporating real-time data from social media, surveillance systems, and emergency calls can significantly enhance the 

accuracy of models. 

Algorithms and Techniques : 

Several machine learning algorithms are commonly employed for crime hotspot detection: 

1. Clustering Algorithms: Techniques like K- means and DBSCAN group similar data points to identify areas with high crime 

concentrations. 

2. These algorithms can reveal previously unnoticed patterns in crime distribution. 

3. Spatial Analysis: Kernel Density Estimation (KDE) is a popular spatial analysis technique that calculates the density of crime incidents over 

a specified area, visually highlighting hotspots. 

4. Supervised Learning Models: Decision trees, support vector machines (SVM), and neural networks are used to classify areas based on 

historical crime data and predict future occurrences. 

5. Time Series Analysis: Incorporating temporal dynamics allows models to adjust for time- dependent factors, improving the accuracy of 

predictions. 

Benefits of Crime Hotspot Detection: 

1. Resource Allocation: Identifying hotspots enables police departments to allocate resources effectively, deploying officers to areas with the 

highest risk of crime. 

2. Strategic Planning: Understanding crime patterns aids in strategic planning for community engagement initiatives and preventive measures. 

3. Public Awareness: Visual representations of hotspots can inform the public, helping communities understand local safety issues and 

promoting proactive measures. 

Future Crime Prediction: 

Future crime prediction involves forecasting potential criminal incidents based on historical data and various contextual factors. Machine learning 

significantly enhances this process by leveraging complex algorithms to analyze patterns and trends. 
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Predictive Modeling: 

1. Types of Models: Regression models, random forests, and deep learning algorithms are commonly used to predict future crime incidents. 

These models can analyze large datasets, capturing non-linear relationships and interactions between variables. 

2. Temporal Dynamics: Effective models incorporate temporal variables, such as time of day, day of the week, and seasonal variations. These 

factors are crucial for accurately predicting crime patterns. 

3. Feature Engineering: The selection and transformation of input features significantly influence model performance. Incorporating features 

like weather data, community events, and socio-economic changes can improve predictive accuracy. 

Challenges in Crime Prediction: 

1. Data Quality: The accuracy of predictions relies heavily on the quality and comprehensiveness of the data. Inconsistent or biased data can 

lead to misleading predictions. 

2. Bias and Ethical Concerns: Machine learning models can inadvertently reinforce existing biases in crime data, leading to discriminatory 

practices in policing. Ensuring fairness and accountability in predictive policing is critical. 

3. Interpretability: Many machine learning algorithms, especially deep learning models, operate as “black boxes,” making it difficult for law 

enforcement officials to interpret results and understand underlying patterns. 

Integration of Hotspot Detection and Prediction: 

Integrating crime hotspot detection with future crime prediction can enhance the overall effectiveness of policing strategies. By identifying high-risk 

areas and forecasting potential incidents, law enforcement agencies can implement proactive measures. 

1. Dynamic Resource Allocation: Real-time data feeds can enable dynamic adjustments in patrol strategies, allowing law enforcement to 

respond quickly to emerging trends. 

2. Community Engagement: Sharing insights with communities can foster collaboration between law enforcement and residents, encouraging 

proactive crime prevention efforts. 

3. Evaluation and Feedback: Implementing a feedback loop allows agencies to evaluate the effectiveness of interventions, adjusting strategies 

based on real-world outcomes. 

Future Directions: 

The future of crime hotspot detection and prediction using machine learning is promising, with several key directions for development: 

1. Real-time Analytics: As technology evolves, the ability to process and analyze data in real-time will become increasingly important, enabling 

law enforcement to respond swiftly to emerging threats. 

2. Enhanced Data Integration: Combining various data sources, including social media, IoT devices, and community reports, can provide a 

more comprehensive view of crime dynamics. 

3. Ethical Frameworks: Developing ethical guidelines and frameworks to govern the use of machine learning in policing is crucial to mitigate 

risks associated with bias and privacy violations. 

4. Community-Centric Approaches: Future models should emphasize community involvement, integrating local knowledge and 

insights into predictive algorithms to enhance their effectiveness and acceptance. 

Conclusion 

In conclusion, the integration of machine learning in crime hotspot detection and future crime prediction represents a transformative advancement in 

public safety strategies. By harnessing vast datasets, these technologies enable law enforcement agencies to identify high-risk areas, allocate resources 

efficiently, and implement proactive measures. The ability to analyze complex patterns and adapt to evolving crime dynamics enhances the accuracy 

and effectiveness of interventions. 

 

However, challenges such as data quality, potential biases, and ethical considerations must be addressed to ensure responsible use. Building trust with 

communities through transparency and engagement is crucial for the successful implementation of these systems. As machine learning continues to 

evolve, future developments may lead to even more sophisticated predictive models and real-time analytics, ultimately fostering safer urban 

environments. By prioritizing ethical frameworks and collaborative approaches, law enforcement can maximize the benefits of machine learning in crime 

prevention and community safety. 
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