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A B S T R A C T 

Spam SMS messages pose a significant security and privacy risk to the users, and therefore effective detection methods are needed. Spam messages normally bear 

malicious links, phishing, or unwanted advertisements, and hence filter mechanisms need to be established. The present work focuses on creating an NLP-based 

machine learning spam classifier. The studies examine various classification models, e.g., Naïve Bayes, 

Support Vector Machines (SVM), and Random Forest, how their performance with respect to accuracy, precision, recall, and F1-score. Our model is implemented 

using Python libraries such as Scikit-learn, Pandas, NumPy, and NLTK, and automation using Selenium for dataset collection. The results indicate that our model 

achieves an accuracy of 97%, which significantly improves spam detection efficiency. The results indicate that appropriate preprocessing, model choice, and feature 

extraction are crucial in spam classification. Future work will emphasize incorporating deep learning methods and cloud deployment to further enhance system 

performance. 
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1.0 Introduction 

With greater use of mobile communication, spam messages have become an issue of interest among telecom operators and users as well. Not only do 

they cause inconvenience, but they even pose threats towards security in the form of identity theft and money fraud. Traditional rule-based filter schemes 

cannot handle evolving spamming methods and are therefore machine learning is the most suitable remedy. With the use of natural language processing 

and supervised learning, the research work here aims at developing an automated spam filter system to identify SMS messages. The objectives within 

this study include the comparative evaluation of multiple classification frameworks, refinement of feature extraction methods, and providing a proper 

preprocessing pipeline to enhance the capabilities of detecting spam. Automation of data collection and processing is also discussed in developing model 

adaptability. 

2.0 Methodology 

Our approach consists of four main phases: 

• Data Collection: We used Selenium and web-scraping techniques to collect SMS datasets from various sources, including public repositories, 

telecom datasets, and user-generated messages. The dataset consists of real-world SMS messages labelled as spam or ham (legitimate messages). Model 

generalization was further improved using additional data augmentation techniques, including the generation of synthetic data and balancing the data. 

Additionally, Selenium was used to automate the scraping of data from various websites, helping us collect a diverse and up-to-date dataset. The dataset 

preprocessing stage involved filtering out duplicate entries, removing irrelevant content, and structuring the data for efficient processing. 
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• Preprocessing: Raw data went through multiple preprocessing steps to extract normal text. The text was tokenized (breaking the sentence into 

individual words) and stopword removal was applied (removing words that appear frequently but do not convey any information). Stemming and 

lemmatization were implemented to reduce words to their root form, improving model efficiency. TF-IDF vectorization was used to convert text to 

numeric embeddings, allowing the model to identify word importance. To reduce noise and the possibility of feature extraction bias, special characters, 

digits, and URLs were removed. It was also tested with feature selection methods, which filtered terms to only the most discriminative ones to increase 

the accuracy of the classification  

 

• Model Training: Several classification models such as Naïve Bayes, SVM, and Random Forest were implemented to analyze the spam detection 

performance. These models were trained using supervised learning methods and were based on labelled datasets of spam messages. They were screened 

and any of their hyperparameters were tuned using Grid Search and Random Search getting the best parameters for accuracy. Prevention of overfitting 

was performed using cross-validation. The dataset was balanced using data augmentation techniques such as synthetic data generation and oversampling 

to enhance the model's robustness. This led to the fine-tuning of the model with extra feature engineering techniques and the implementation of bigram 

and trigram analysis for improving spam detection in the trained model. 
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• Evaluation: Evaluation of the trained models was conducted with the accuracy and precision metrics. A confusion matrix was added to analyze false 

positive and false negative rates to reduce misclassification errors by the model. Multiple rounds of tests were performed using various validation datasets 

during the evaluation process to evaluate model generalization. The Receiver Operating Characteristic (ROC) curve was plotted to assess model 

performance at all possible decision thresholds. Results showed that SVM had the highest accuracy and precision compared to other classifiers, while 

Naïve Bayes offered faster predictions with decent recall scores. The evaluation also involved stress testing the models with adversarial examples to 

gauge their robustness against sophisticated spam messages. 

 

3.0 Problem and Solution Description 

Spam SMSs are a serious problem in mobile communications, both for individuals and companies. Spam SMSs typically contain fake links, phishing, 

and unwanted ads that cause financial fraud, privacy violations, and user inconvenience. Conventional rule-based filtering methods and keyword 

extraction approaches are not adequate because they cannot keep pace with improving spam techniques. Additionally, manual blacklisting of spam words 

or numbers is not effective and tends to produce false positives, i.e., legitimate messages are blocked. As SMS traffic grows, an automated, scalable, and 

smart spam detection system is needed to counter these problems. 

To solve this issue, we introduce a machine learning-based spam classification system that uses Natural Language Processing (NLP) methods to identify 

and filter spam messages cost-effectively. The approach entails gathering a diverse set of SMS spam datasets, text preprocessing with tokenization, 
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stemming, and vectorization (TF-IDF), and training different classification models such as Naïve Bayes, Support Vector Machines (SVM), and Random 

Forest. The model is made to learn from emerging spam patterns with time and improves the accuracy with each new spam pattern. Hyperparameter 

optimization, feature selection, and oversampling algorithms like SMOTE assist in enhanced model performance. Furthermore, the combination of web 

automation software such as Selenium enables live data collection to maintain the model's current trends of spam, which is refreshed constantly. The 

suggested solution produces a high precision rate with limited false positives in order to facilitate effective spam identification. Future directions could 

include using deep learning algorithms and real-time cloud deployment for increased system resilience. 

4.0 Application Development  

The spam SMS classification application development encompasses several steps, such as data gathering, preprocessing, training the model, evaluation, 

and deployment. The system is implemented to automatically detect spam through machine learning and Natural Language Processing (NLP) methods 

while providing scalability, efficiency, and ease of use. 

1. Technology Stack: The application is constructed with Python and incorporates several libraries like Scikit-learn, Pandas, NumPy, and NLTK for text 

handling and model training. Flask is utilized for building a light-weight web interface in which users can input SMS messages and get live classification 

results. Selenium is used for automated data scraping, thereby providing a real-time dataset to train the models. 

2. Backend Development: The strength of the application is in its backend, where the machine learning model is deployed. The backend handles: 

• Data Preprocessing: Cleaning, tokenizing, and vectorizing SMS text with TF-IDF, CountVectorizer 

• Model Training & Storage: Training Naïve Bayes, SVM, and Random Forest models and saving the best-performing model for prediction. 

3. Frontend Development: The frontend is implemented as a minimal web interface where users can enter SMS messages. When submitted, the message 

is passed to the backend, which processes it, and the classification outcome (Spam or Ham) is shown. 

4. Deployment & Scalability: The application can be hosted on cloud environments like AWS or Google Cloud so that it is scalable and process-intensive 

in real-time. Improvements in the future can also involve incorporating deep learning models and extending the application to identify spam on different 

modes of communication, including social media and email. 

5.0 Use Cases  

CASE INPUT OUTPUT 

Case:1 Spam SMS "Congratulations! You won $1000. Click here." Spam 

Case:2 Ham SMS "Can we meet at 3 PM?" Not Spam 

Case:3 Misclassified Spam "You’ve been selected for a free prize. Respond now!" Expected Spam, actual Not Spam 

Case:4 Edge Case "Reminder: Your bank account statement is ready." Not Spam 

6.0 Findings and Analysis 

The implementation of our machine learning-based spam SMS classification system has provided insightful findings regarding the effectiveness of various 

models, feature extraction techniques, and preprocessing methods. Our research focused on optimizing accuracy, precision, recall, and F1-score while 

minimizing false positives and negatives to ensure a reliable spam detection system.   

1. Model Performance Analysis: Multiple machine learning models such as Naïve Bayes, Support Vector Machines (SVM), and Random Forest were 

trained and tested. The results show that: 

-SVM had the best accuracy (approx. 97%), which is the highest performing classifier in precision and recall. 

- Naïve Bayes was efficient with quicker classification time, which is perfect for light-weight applications. It suffered on some uncertain spam messages, 

though. 

- Random Forest gave better generalization but was more computationally intensive than other models. 

2. Effect of Feature Extraction 

- TF-IDF vectorization greatly enhanced model performance** over standard keyword-based methods. 

- Stopword removal, stemming, and lemmatization improved text normalization**, minimizing noise and enhancing classification accuracy. 
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3. Dealing with Imbalanced Data: The dataset had a higher number of legitimate (ham) messages than spam, causing class imbalance problems. To deal 

with this: 

- Oversampling methods such as SMOTE (Synthetic Minority Over-sampling Technique) were used, balancing the data and enhancing recall. 

- Data augmentation techniques, such as synonym substitution and paraphrasing, were employed to increase diversity in spam messages, strengthening 

the model. 

4. Evaluation Metrics and Results: The model was evaluated on precision, recall, and F1-score: 

- High precision (greater than 94%) ensured fewer false positives, i.e., legitimate messages were hardly mislabeled as spam. 

- A recall score of around 93% confirmed that the majority of spam messages were correctly identified. 

- The confusion matrix had very few false negatives, demonstrating the reliability of the model in spam filtering. 

5. Deployment and Real-World Testing 

- The trained model is integrated with Streamlit, making it accessible via a web-based API   

- The predictions of the model were tested against actual spam messages, showing high accuracy and adaptability. 

7.0 Proof of Findings 

• Prediction – Not Spam or Ham 

 

• Prediction – Spam 
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8.0 Conclusion and Future Scope 

The suggested spam classification framework efficiently detects harmful messages through machine learning and NLP. The research proves that 

combining automated data collection, preprocessing, and feature extraction methods considerably enhances classification performance. Future 

improvement can include the incorporation of deep learning models like LSTMs and transformers to enhance accuracy further. Real-time implementation 

through cloud-based APIs can also improve usability. Augmenting the dataset with spam messages of various diversities will lead to a higher level of 

generalization and resilience of the model. It can also be enhanced to check for spam on other communication systems like emails and social media 

networks. Future advancements include the implementation of deep learning-based spam filters, enhancing real-time processing by leveraging streaming 

technology, and building the model for multi-language usage in order to detect spam within multiple linguistic databases. Also, making the user dashboard 

more precise with richer analytics and insights can improve usability. Adding to that, Spam SMS Classifier can be utilized for creating Personalised Spam 

SMS Classifier. 
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