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ABSTRACT :

This paper presents an Ai-voice Assistant and Invisible Mouse project represents a pioneering endeavor in human-computer interaction, aimed at reshaping how
we engage with technology in our digitally driven world. This project harnesses computer vision, artificial intelligence, and natural language processing to create
a seamless, touchless computing experience. It eliminates the need for physical mice by enabling users to control computer functions through hand gestures and a
personalized AI assistant that responds to voice commands. This integration enhances accessibility for individuals with physical disabilities, streamlines tasks to
boost productivity, and pushes the boundaries of human-computer interface design. By focusing on security, accessibility, sustainability, and personalization, the
project paves the way for a future where technology serves and empowers individuals globally.

INTRODUCTION :

In the ever-evolving landscape of technology, human-computer interaction is undergoing a transformative shift, becoming an integral part of our daily
lives. The " Ai-voice Assistant and Invisible Mouse " project represents a pioneering endeavor at the forefront of this evolution, aiming to redefine the
way we interact with computers and digital devices. This innovative project leverages cutting-edge capabilities in computer vision, artificial intelligence
(AI), and natural language processing (NLP) to create an immersive and intuitive touchless computing experience.

As we navigate a digital world that permeates every aspect of modern life, the project seeks to transcend the limitations of traditional input methods. It
enables users to interact with computers in a more natural and user-centric manner by eliminating the need for physical mice. Instead, it introduces hand
gesture-based controls and a voice-controlled AI assistant, making interactions seamless and efficient. This project not only enhances accessibility and
productivity but also redefines innovation in human-computer interface design, offering a glimpse into the future of technology.

Touchscreen technology has transformed mobile devices but remains constrained in desktops and laptops due to cost and hardware limitations. The
objective of this project is to develop a virtual mouse system using a webcam, providing a user-friendly alternative to touchscreens and conserving
workspace by utilizing vision-based technology to control the mouse through natural hand gestures.

LITERATURE SURVEY :

1. Existing Systems & Limitations
Several research studies explored gesture-based virtual mouse systems (e.g., Mouseless, AI Virtual Mouse, Head-Controlled Interfaces).
Challenges include poor accuracy in varying lighting conditions, high computational requirements, and limited accessibility for users with disabilities.

2. Research Gaps Identified
Lack of integration between gesture control and AI voice assistants for a seamless user experience.
Security and privacy concerns in existing voice-controlled systems due to cloud-based data processing.

3. Problem Statement & Objective
The project NI-SPARSH aims to create an Invisible Mouse using hand gestures and voice commands, improving accessibility, efficiency, and security
in human-computer interaction

PROPOSED SYSTEM :

The system enables touchless computing using hand gestures and voice commands, eliminating the need for a physical mouse. It integrates computer
vision (OpenCV), AI-based voice recognition, and automation to enhance accessibility. The system supports gesture-based mouse control, AI voice
assistance, WhatsApp messaging, and web automation, ensuring a seamless, secure, and user- friendly experience, especially for individuals with
disabilities.

http://www.ijrpr.com
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OBJECTIVES :

1. Enable Touchless Computing – Replace the traditional mouse with gesture-based control using computer vision.
2. Integrate AI Voice Assistance – Allow users to perform tasks using voice commands for hands-free interaction.
3. Enhance Accessibility – Improve computer usage for individuals with disabilities through intuitive controls.
4. Ensure Security & Efficiency – Process data locally to maintain privacy and optimize performance.

SYSTEM ARCHITECTURE :

IMPLEMENTATION
The implementation of NI-SPARSH begins with system activation through the hotword "Jarvis" or a shortcut key. Once activated, the system detects
user input, which can be either hand gestures or voice commands. For gesture-based control, OpenCV and MediaPipe track hand movements to
perform mouse actions like clicking, scrolling, and dragging. If the user provides a voice command, speech recognition and AI processing interpret the
input to execute tasks such as opening applications, web searches, and WhatsApp automation. The system then provides real-time feedback through
voice or on-screen responses, ensuring a smooth and intuitive user experience. This integration of computer vision and AI enables a touchless and
efficient human-computer interaction system.
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RESULTS AND DISCUSSION :

The system was successfully enabled gesture-based mouse control and AI voice assistance. Hand gestures worked well in good lighting, but accuracy
dropped in low-light conditions. The voice assistant efficiently handled commands, though background noise occasionally affected recognition. Local
processing improved security, reducing reliance on cloud services. Overall, NI-SPARSH enhanced accessibility and efficiency, making it a viable
alternative to traditional input devices.
Future improvements will focus on better noise filtering and enhanced gesture tracking.

CONCLUSION :

The system successfully integrates gesture-based mouse control and AI voice assistance, providing a touchless and efficient human-computer
interaction experience. By eliminating the need for physical input devices, it enhances accessibility, especially for individuals with disabilities. The
system demonstrated high accuracy in hand gesture tracking and voice command execution, though minor challenges remain in low-light conditions
and background noise interference. Overall, NI-SPARSH represents a significant step toward intuitive, secure, and user-friendly computing, paving
the way for future advancements in touchless technology.
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