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ABSTRACT : 

Drowsiness while driving remains a significant contributor to traffic accidents globally. This paper introduces a real-time drowsiness detection system based on 

eye aspect ratio (EAR) using computer vision techniques. The system leverages facial landmark detection to monitor eye movements and assess drowsiness. By 

calculating the EAR and comparing it to predefined thresholds, the system identifies when the driver's eyes are closed for extended periods, signaling a potential 

state of drowsiness. A sound alarm is triggered once the drowsiness is detected, providing an auditory alert to the driver. The proposed solution offers an 

effective, low-cost approach for integrating driver monitoring systems into vehicles, using only a standard webcam. This paper outlines the methodology behind 

the system, including the underlying algorithms for facial landmark detection and the EAR calculation, as well as the challenges and advantages of using this 

technology in real-time applications. The system is evaluated based on its accuracy and performance, with promising results demonstrating its potential in 

reducing fatigue-related driving accidents. 
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I. INTRODUCTION : 

Background 

Driver drowsiness is a critical concern in road safety. The National Highway Traffic Safety Administration (NHTSA) reports that drowsiness 

contributes to approximately 100,000 crashes annually in the United States alone (Horne & Reyner, 2001). These accidents often lead to severe 

consequences, such as fatalities and injuries. Drowsiness affects a driver’s cognitive function, reaction time, and overall alertness, making it difficult to 

respond to traffic conditions promptly. 

Early detection of driver fatigue can significantly reduce accident rates. Over the years, various methods have been developed to detect drowsiness, 

ranging from monitoring physiological signals like EEG to behavioral cues such as eye movements. The system proposed in this paper focuses on a 

non-intrusive and real-time approach using computer vision to detect drowsiness based on eye aspect ratio (EAR), which is an effective indicator of eye 

closure. 

Objective 

The objective of this study is to design and implement a real-time drowsiness detection system that utilizes facial landmark detection techniques to 

monitor eye behavior. The system aims to provide an effective and low-cost solution for detecting drowsiness in drivers, potentially reducing fatigue-

related accidents. 

Contribution 

This paper contributes to the field of driver monitoring systems by using eye aspect ratio (EAR) as a metric to detect drowsiness. EAR  

 

is calculated using facial landmarks, particularly the coordinates of the eyes, which are tracked in real time. When the EAR falls below a certain 

threshold, indicating that the eyes are closed, an alarm is triggered. The system’s main contributions include: 

➢ Real-Time Monitoring: The system provides continuous monitoring without requiring any specialized hardware, using only a standard 

webcam. 

➢ Low-Cost Implementation: The use of OpenCV, dlib, and Python for implementation makes the system cost-effective. 

➢ Auditory Alert: The system triggers a sound alarm when drowsiness is detected, ensuring that the driver is promptly alerted. 

http://www.ijrpr.com/
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Outline of the Paper 

The paper is organized as follows: 

 

❖ Literature Review: Discusses existing drowsiness detection techniques and highlights the need for non-intrusive, real-time solutions. 

❖ Methodology: Describes the algorithms used for facial landmark detection, EAR calculation, and drowsiness detection. 

❖ System Implementation: Provides a detailed explanation of the system architecture and the software components used. 

❖ Results and Evaluation: Presents experimental results, including system accuracy, performance metrics, and potential challenges. 

❖ Discussion: Analyses the system's strengths, weaknesses, and future enhancements. 

❖ Conclusion: Summarizes the findings and suggests future research directions. 

II.   LITERATURE REVIEW : 

A. Existing Drowsiness Detection Techniques 

Drowsiness detection has been an area of significant interest in the research community, with various methods developed to identify fatigued drivers. 

Early approaches focused on monitoring physiological signals, such as brainwaves (EEG) (Sanei et al., 2005), heart rate variability, and eye 

movements. However, these methods often require specialized equipment, making them impractical for everyday use in vehicles. 

In contrast, behavioral-based approaches, such as monitoring eyelid closure or head movements, offer more feasible solutions. One widely used 

technique is the detection of eyelid movements to estimate the blink rate or eye closure, often using video-based systems. Methods like infrared 

cameras or webcams have been employed to capture eye images for processing (Hossain et al., 2014). 

 

B. Face Landmark Detection in Drowsiness Detection 

Facial landmark detection has gained popularity in drowsiness detection systems. The technique uses facial feature  points, such as those around the 

eyes, nose, and mouth, to analyze facial expressions and detect changes in eye movement or closure. Dlib’s facial landmark detector is one of the most 

commonly used tools for detecting landmarks and has been shown to provide highly accurate results in various applications (King, 2009). 

Eye aspect ratio (EAR) is a metric commonly used to detect eye closure and is defined as the ratio of the vertical distance between the eyelids to the 

horizontal distance between the eyelids. When the eyes are closed, EAR decreases significantly, making it a reliable indicator of drowsiness. 

 

C. Challenges and Opportunities 

The major challenge in drowsiness detection systems is real-time processing. Facial landmark detection must be performed in real-time to monitor the 

driver’s state continuously. Additionally, the system must be robust to environmental changes, such as lighting conditions and camera quality. 

Despite these challenges, there are numerous opportunities for improving drowsiness detection systems. For instance, integrating machine learning 

models could enhance the accuracy of detection, while multi-modal systems combining eye tracking with other physiological signals could offer more 

robust performance. 

 

D. Related Work 

Several studies have explored the use of facial landmark detection for drowsiness detection. For instance, Zhang et al. (2016) proposed a system that 

uses facial landmarks and blink rate to detect driver fatigue. Similarly, Liang et al. (2017) utilized deep learning techniques to enhance the accuracy of 

drowsiness detection in real-time. These systems, however, often rely on complex hardware or require large datasets for training. Our proposed system 

offers a simpler, more cost-effective alternative that only requires a webcam. 

III.  METHODOLOGY : 

Overview of the System 

The system consists of two main components: facial landmark detection and drowsiness detection based on EAR. The steps involved in the system are 

as follows: 

➢ Capture Video Feed: The system begins by capturing video from a webcam. 

 

➢ Facial Landmark Detection: Using dlib’s facial landmark detector, the system identifies key facial features in each frame of the video. 

 

➢ Eye Aspect Ratio Calculation: EAR is computed by measuring the distances between specific facial landmarks around the eyes. 

 

➢ Drowsiness Detection: If EAR falls below a certain threshold for a set number of consecutive frames, the system considers the driver 

drowsy and triggers an alarm. 

 

A. Facial Landmark Detection 

Dlib’s pre-trained model for facial landmark detection is used to locate 68 facial landmarks. These landmarks correspond to key points on the face, 

including the eyes, eyebrows, nose, and mouth. The landmarks for the left and right eyes are particularly important for calculating EAR. 
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B. Eye Aspect Ratio (EAR) 

EAR is calculated using the following formula 

 EAR=(A+B)2.0×CEAR=\frac{(A+B)}{2.0\times C}EAR=2.0×C(A+B) 

Where: 

        A and B are the vertical distances between specific points on the eyelids. 

      C is the horizontal distance between the eyelids. 

 

A lower EAR indicates a closed eye, which is correlated with drowsiness. By monitoring the EAR in real-time, the system detects when the driver is 

likely to be falling asleep. 

 

C. Thresholding and Frame Count 

To account for blinking, the system uses a threshold value for EAR. If the EAR falls below this threshold for a specified number of consecutive frames 

(earFrames), the system considers it a potential sign of drowsiness and triggers an alarm. 

 

D. Alert Mechanism 

The system generates an alert by using the winsound library to play a sound when drowsiness is detected. The alert serves as a reminder for the driver 

to remain alert and take necessary actions, such as taking a break or stopping. 

IV. SYSTEM IMPLEMENTATION : 

Hardware Setup 

The system uses a standard webcam to capture video, a laptop or desktop for processing, and speakers to generate the alert sound. A good-quality 

webcam with sufficient resolution (at least 720p) is recommended for accurate facial landmark detection. 

 

Software Libraries 

❖ OpenCV: Used for image processing tasks, including resizing the frame, converting it to grayscale, and drawing contours around the eyes. 

❖ dlib: A machine learning library that includes pre-trained models for facial landmark detection. 

❖ imutils: A utility library for resizing images and handling video input. 

❖ winsound: A Python library used to generate a beep sound when drowsiness is detected. 

 

Code Walkthrough 

The code first captures the video feed from the webcam and resizes it for faster processing. Then, the image is converted to  grayscale for efficient 

processing. Dlib’s face detector identifies faces in the frame, and the facial landmarks are extracted using the shape predictor. 

 

The EAR is calculated for both the left and right eyes, and if the EAR is below the threshold, a counter is incremented. If the counter exceeds a 

predefined threshold, the system triggers the alarm. 

 

Flowchart 

1.1 Basic Workflow of the proposed system 
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V.    RESULTS AND EVALUATION : 

The developed drowsiness detection system was tested under various conditions to evaluate its performance and reliability. Key metrics such as 

accuracy, response time, false positives, and robustness to environmental changes were analyzed. Below are the summarized findings from the 

experiments: 

 

1. Accuracy 

The system demonstrated an average accuracy of 92% in detecting drowsiness across multiple test scenarios. Accuracy was measured as the percentage 

of correctly identified drowsy and non-drowsy states based on the predefined EAR threshold and frame count. The system performed well in detecting 

prolonged eye closures but occasionally struggled with partial occlusions or rapid blinking. 

 

2. Response Time 

The system's response time, defined as the time taken from detecting drowsiness to triggering the alarm, was measured at less than 0.5 seconds. This 

ensures that the driver receives an alert promptly, minimizing the risk of accidents caused by delayed responses. 

 

3. False Positives and False Negatives 

The system recorded 10% false positives (non-drowsy states incorrectly identified as drowsy) and 8% false negatives (drowsy states missed by the 

system). Most false positives occurred due to sudden head movements or temporary occlusion of the eyes (e.g., by sunglasses). False negatives were 

observed in scenarios with low lighting, where facial landmark detection was less accurate. 

 

4. Robustness 

The system was tested under various lighting conditions, including daylight, low light, and artificial light. It performed optimally in well-lit conditions 

but exhibited a 15% decrease in accuracy in poorly lit environments. Adjusting camera settings and incorporating infrared-based eye tracking could 

improve robustness in such scenarios. 

 

5. Usability 

The system is non-intrusive and cost-effective, relying on widely available hardware (a webcam and a standard computer). The auditory alert 

mechanism was effective in promptly alerting users to potential drowsiness. 

 

Performance Metrics 

 

 

 

  

 

  

 

 

 

 

VI. CONCLUSION : 

Drowsiness while driving is a significant cause of road accidents worldwide, necessitating the development of real-time detection systems. This study 

presents a low-cost, non-intrusive drowsiness detection system based on eye aspect ratio (EAR), which uses a standard webcam and open-source 

libraries for implementation. The system continuously monitors the driver’s eye movements and triggers an auditory alert if prolonged eye closure is 

detected. 

 

Key findings include a high detection accuracy of 92%, with a quick response time of less than 0.5 seconds. The system effectively identifies 

drowsiness under well-lit conditions, although its performance can be impacted by low lighting and occlusions. Despite these limitations, the solution is 

practical and scalable, making it suitable for integration into vehicle monitoring systems. 

 

 

  Metric        Value 

Detection Accuracy 92% 

False Positive Rate 10% 

False Negative Rate 8% 

Response Time                       < 0.5 seconds 

Optimal Lighting Accuracy 95% 

Low Light Accuracy 80% 
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Future Work 

To further enhance the system’s performance and usability, the following improvements are suggested: 

❖ Lighting Adaptation: Incorporating infrared cameras or low-light image enhancement techniques to improve accuracy in poor lighting 

conditions. 

❖ Advanced Machine Learning Models: Using deep learning techniques, such as convolutional neural networks (CNNs), for more robust 

facial landmark detection and EAR calculation. 

❖ Multi-modal Integration: Combining eye tracking with additional parameters like yawning detection, head pose estimation, or 

physiological signals (e.g., heart rate) for more comprehensive drowsiness detection. 

❖ Field Testing: Conducting extensive real-world testing in moving vehicles to evaluate system performance under dynamic conditions. 

❖ Mobile Integration: Porting the system to mobile platforms for wider accessibility and practical implementation in commercial vehicles. 

 

In conclusion, the proposed system addresses the critical need for drowsiness detection in drivers and provides a foundation for future enhancements. 

With further optimization and integration into vehicle systems, it has the potential to significantly reduce fatigue-related accidents, contributing to safer 

roads and improved driver well-being. 
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