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ABSTRACT 

Numerous contentious modern occurrences, including elections, referenda, and responses to the COVID-19 epidemic, have recognized the influence of 

misinformation. Belief in erroneous information can result in flawed judgments and conclusions, and it also exerts a persistent influence on individuals' cognition, 

even post-correction. This behavior is referred to as the continuous impact effect. Theories of continuing impact represent psychological obstacles to knowledge 

revision subsequent to misinformation correction; this Review delineates the cognitive, social, and affective factors that facilitate the establishment or acceptance 

of erroneous beliefs. We examine the impact of disinformation on information consumers and experts across several domains, including public health, education, 

media, and policymaking, along with the efficacy of proactive ('prebunking') and reactive ('debunking') strategies. 

Introduction:  

Misinformation, defined as erroneous information, poses a substantial challenge to human cognition and social interaction in the twenty-first century. It 

has been associated with numerous occurrences, including elections, referenda, political persecution, and the worldwide reaction to the COVID-19 

pandemic. The psychology and history of misinformation can be comprehended by examining modern technologies, exemplified by Roman emperors 

employing coinage for mass communication and Nazi propaganda utilizing print media, radio, and cinema. Currently, misinformation campaigns can 

utilize digital infrastructure to reach billions of people and customize persuasive messages according to individual psychological profiles. Echo chambers 

can restrict social media users' exposure to material that contradicts their established worldviews, thereby reinforcing prior opinions. The internet serves 

as an optimal platform for disseminating falsehoods, undermining accurate knowledge. Traditional strategies to address disinformation, including 

educational initiatives and corrective measures, have not achieved the anticipated success.  

Science communication has conventionally employed the information deficit paradigm to combat misinformation, concentrating on individuals' 

misconceptions or insufficient access to information. This approach neglects cognitive, social, and affective elements that affect attitude formation and 

truth assessments. Some individuals dismiss scientific consensus despite being aware of it, influenced by causes such as conspiratorial thinking, fear, 

identity expression, and motivated reasoning. Comprehending the psychology of disinformation necessitates an examination of the cognitive framework 

and social environment of individual decision-makers. This review examines the cognitive, social, and affective mechanisms that facilitate the persistence 

of misinformation and render individuals susceptible to erroneous ideas. It also examines the practical ramifications of misinformation on journalism, 

education, and policymaking.  

Factors contributing to erroneous beliefs  

Erroneous beliefs are established by cognitive, social, and emotional influences, frequently relying on instincts and intuitions rather than careful 

consideration. Individuals frequently trust the accuracy of information and rely on intuition, resulting in illusory truth consequences. For instance, 31% 

of Americans assert that COVID-19 was intentionally engineered and disseminated, notwithstanding the absence of convincing evidence. Repeated 

assertions enhance trust in disinformation and facts, potentially enduring for months after initial exposure, irrespective of cognitive capacity or prior 

knowledge.  

The perception of news headlines can be affected by individual perspectives, political affiliations, and intuitive reasoning. Erroneous responses can hinder 

the ability to distinguish between authentic and fabricated news. In a study, participants who answered questions accurately had superior ability to identify 

false headlines compared to those who replied poorly. Facilitating deliberation enhances judgment, as rapid assessment of headlines coupled with a 

chance for reevaluation diminishes credence in misinformation. Promoting critical thinking akin to fact-checking can enable individuals to depend on 

their existing knowledge rather than cognitive shortcuts.  
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Sources of information offer social signals that shape the development of beliefs. Individuals are more likely to believe reliable sources when they regard 

them as appealing, authoritative, and akin to themselves. Nonetheless, individuals' flawed assessments may result in erroneous consensus. Experts and 

political elites can be especially detrimental when disseminating incorrect assertions, particularly about public health threats. Individuals frequently 

neglect or conflate indicators regarding the origin of information, resulting in diminished credence in false news or heightened conviction in real news. 

Individuals sometimes overlook the credibility of news sources and evaluate headlines based on their plausibility, thereby resulting in misinformation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                             Cognitive drivers        Socio-affective  drivers 

Fig. 1 shows the cognitive and socio-affective factors that contribute to the formation of false beliefs when individuals are exposed to 

misinformation, with multiple factors often contributing to the formation of such beliefs. 

The emotional content of shared information can greatly affect the creation of incorrect beliefs. Viral disinformation frequently evokes emotions, hence 

enhancing persuasion. Individuals frequently resort to emotive language when seeking to persuade others, recognizing the correlation between emotion 

and persuasion. Emotion can be compelling as it diverts readers' attention from diagnostic indicators, such as the reliability of the source. Individuals' 

emotional states influence their interpretations of information, as they often contemplate, "What is my emotional response to this assertion?" This may 

affect the assessment of claims. Utilizing emotions as a source of knowledge may render individuals prone to deceit, and promoting emotional reliance 

heightens their susceptibility to disinformation. Certain emotional states, such as elation, can render individuals more susceptible to deception and the 

illusion of truth. Anger has been demonstrated to enhance belief in politically aligned misinformation, as well as misinformation regarding COVID-19. 

Social exclusion, which engenders a negative emotional state, can heighten vulnerability to conspiratorial narratives. The determinants of erroneous 

beliefs are numerous, encompassing cognitive, social, and affective elements.  

Obstacles to the modification of beliefs  

The information deficit paradigm posits that erroneous beliefs can be rectified through the provision of pertinent data. Nonetheless, disinformation may 

persist in shaping individuals' perceptions despite the provision of a correction. This persistence is referred to as the continuing influence effect (CIE). In 

the conventional CIE laboratory framework, participants receive a report detailing an occurrence along with essential information pertaining to its cause. 

This information may be contested by a correction, which can manifest as a retraction or a rebuttal. Individuals frequently persist in utilizing the crucial 

knowledge when reflecting on the occurrence, even subsequent to receiving a revision. Variants of this paradigm have employed deceptive real-world 

assertions or urban legends. Rectified disinformation can also affect consumer behavior, including the propensity to pay for a product or endorse a social 

media post. The CIE may significantly influence the durability of ideas on vaccines and weapons of mass destruction. It has been largely conceived as a 

cognitive phenomenon with social and emotional foundations.  
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Cognitive elements  

The cognitive information exchange (CIE) is a multifaceted process that entails the interaction of erroneous and corrected information within memory 

networks. Misinformation and corrected information coexist and vie for activation, with the former exhibiting greater persistence than the latter. This is 

seen in the realm of knowledge correction, where misinformation can be reactivated and subsequently retrieved.  

One explanation posits that the CIE occurs when a correction is inadequately encoded and assimilated with the misinformation inside the memory network. 

This perspective suggests that an effective revision necessitates identifying a discrepancy between the misinformation and the correction, simultaneously 

activating both representations in memory, followed by their integration. Evidence supporting this account is derived from the efficacy of interventions 

that enhance conflict detection, co-activation, and the integration of misinformation and its correction.  

An alternate explanation posits that the CIE results from the selective retrieval of misinformation, despite the presence of corrected information in 

memory. A retraction labels the disinformation as false, allowing retrieval of the content without the false designation, yet it cannot be accessed 

independently of the misinformation itself. This perspective engages a dual-process mechanism, positing that retrieval might transpire through an 

instinctive, effortless process indicating information familiarity or a more deliberate, effortful process of remembering that encompasses contextual 

details.  

Evidence supporting this view is derived from studies indicating that the CIE escalates in relation to factors linked to heightened familiarity (e.g., 

repetition) and diminished recollection (e.g., advanced participant age and extended study-test intervals). Neuroimaging studies indicate that activity 

during retrieval, when participants respond to inference questions regarding an encoded event rather than during the encoding of the correction, correlates 

with ongoing dependence on rectified misinformation.  

Both theoretical frameworks of the CIE elucidate the preeminence of comprehensive refutations over retractions. The provision of supplementary 

corrective information can enhance the retrieval of accurate information in memory or offer further detail to aid the remembering of the correction, 

rendering a factual correction more persistent than the error. A detailed refutation providing a causal, convincing, straightforward, and memorable 

alternative explanation will diminish subsequent recollection of the retracted falsehood.  

Social and emotional variables.  

Cognitive theories of information exchange (CIE) frequently neglect the influence of social and emotional factors on the acceptance of disinformation. 

One such issue is source credibility, which denotes the perceived reliability and expertise of the sources disseminating disinformation and corrections. 

Although credibility often holds less sway for media organizations, it substantially affects the acceptance of misinformation from non-media entities. The 

reliability of a correction source also affects the dependence on disinformation following the correction, but to a lesser extent than the source's reputation. 

The efficacy of factual corrections may hinge on perceived credibility, particularly in scientific domains such as health misinformation. It may be 

reasonable to disregard a correction if the source lacks credibility. Perceived trustworthiness differs among recipients, since individuals tend to trust 

sources that align with their values and worldviews. 

a Correction not integrated     b Selective retrieval 

 

Fig. 2 shows two accounts of continued influence of misinformation: integration and retrieval. Integration involves the correction competing with or 

dominating the myth, but not being integrated into the mental model. This lack of integration can lead to unchecked misinformation retrieval and reliance. 

Retrieval involves the myth being more strongly represented in memory, dominating the corrective information in the competition for activation and 

retrieval. Both situations require successful integration and retrieval of corrective information to avoid continued influence. 
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A key socio-affective factor that influences the Critical Information Error (CIE) is a person's A perspective that may be shaped by the rectification of 

misinformation. Corrections that challenge an individual's worldview may prove useless or counterproductive, triggering a cascade of evaluations and 

emotional reactions that obstruct the revision of knowledge. For instance, when a message is perceived as a danger to one's identity, it may evoke profound 

negative emotions that drive individuals to employ methods such as rejecting the source of the correction, disregarding data that contradicts their 

worldview, or selectively emphasizing material that reinforces their worldview. Nonetheless, the role of an individual's perspective on the rectification 

of misinformation remains contentious; however, an emerging agreement suggests that even corrections that contradict one's ideology generally yield 

some positive effects.  

Emotion influences the CIE, as research indicates that corrections might induce psychological distress, prompting individuals to dismiss the correction 

to alleviate this suffering. Misinformation that elicits negative emotions such as fear or wrath is likely to provoke a CIE, potentially because to a general 

negativity bias or unique emotional factors. Nevertheless, the enduring impact of negative misinformation on impression formation appears minimal 

when the individual facing the false accusation is not a disfavored politician, potentially because to the perception that reliance on rectified misinformation 

may be construed as prejudiced or judgmental.  

Emotional recalibration can also benefit from adjustments, as it aids recipients in aligning their perception of the situation with reality. Addressing 

disinformation that aims to incite fear or anger can be enhanced by lowering emotional arousal, such as countering vaccine misinformation to diminish 

anti-vaccination sentiments by alleviating wrath produced by misinformation.  

Measures to counter misleading 

 Misinformation can be addressed through many therapies that surmount cognitive, social, and emotional obstacles. Fact-based corrections rectify 

mistakes in disinformation and furnish precise information. Logic-driven amendments emphasize conflicting assertions and provide enhanced safeguards 

against various forms of disinformation. A third strategy involves discrediting the veracity of misinformation or the reliability of its source. Various 

methodologies may be integrated into a singular solution; nevertheless, further investigation is required to evaluate the synergy among various tactics. 

Two options are preemptive intervention (prebunking) and reactive intervention (debunking). Prebunking aids individuals in identifying and resisting 

future misinformation, whereas debunking focuses on addressing specific misinformation post-exposure to illustrate its falsehood. The effectiveness of 

these modifications is affected by several conditions, yielding inconsistent results concerning their relative efficacy. Certain interventions, especially in 

online environments, are hybrid or ambiguous instances, shown by a deceptive social media post labeled 'false' accompanied by a comment providing a 

remedial clarification.  

Pre-emptive debunking interventions 

The objective of prebunking interventions is to present accurate information and caution against falsehoods. Immunisation theory serves as a paradigm 

for preventative treatments, applying the concept of vaccination to information. It posits that individuals might cultivate resistance to future persuasive 

arguments by honing their critical thinking skills by exposure to a less potent kind of persuasion. The risks of deceptive persuasion and the techniques 

employed to mislead are integral to the immunization process. Individuals can equip themselves with cognitive skills to counter future persuasive attempts 

by comprehending the deployment of these methods. The protective 'shield' afforded by vaccination can also encompass further domains. The effects of 

deception can be alleviated via efforts to improve media and information literacy. An successful method is lateral reading, which entails examining 

external sources to assess the origin and credibility of information. Nonetheless, research indicates that literacy initiatives do not inherently mitigate the 

effects of misinformation. Further study on literacy interventions is necessary to better prepare individuals to combat various forms of disinformation in 

the contemporary information and media landscape.  

Disproving interventions 

Debunking serves as an effective mechanism to counteract particular instances of disinformation and diminish belief in falsehoods. Direct corrections 

effectively diminish an individual's dependence on misinformation in their thinking, with positive effects persisting for several weeks. Effective strategies 

for debunking involve presenting a true narrative alongside an alternate explanation for the disinformation, reiterating the misinformation to illustrate its 

inaccuracies, and employing highly credible sources. The language employed in corrections must be clear and informative, but empathetic communication 

should be utilized when addressing misled individuals directly.  

It has been proposed that corrections that challenge one's worldview can be rendered more acceptable by offering identity affirmation, which emphasizes 

significant sources of self-esteem. Nonetheless, the evidence regarding the efficacy of identity affirmations in the realm of misinformation corrections is 

inconclusive.  

In conclusion, debunking serves as an effective mechanism to counter particular instances of misinformation and significantly diminishes belief in 

falsehoods. Nonetheless, it will not eradicate the impact of disinformation on collective reasoning and may necessitate continual intervention. Corrections 

must align with pertinent societal norms, encompassing both injunctive and descriptive norms, as well as expert consensus. 
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Corrections on social media 

Corrections of misinformation on social media can diminish incorrect views across all observers, a phenomenon known as observational correction. 

Optimal procedures involve referencing authoritative sources and implementing prompt and early corrections. Online adjustments can function both 

proactively and reactively, contingent upon their nature. They are more efficacious when tailored to certain information and derived from algorithmic 

sources, authoritative organizations, or numerous users. Promoting generative accuracy nudges or emphasizing the significance of disseminating only 

verifiable information may be more advantageous than public corrections. Social media corporations and regulatory bodies ought to advocate for technical 

remedies to combat misinformation on social platforms.  

Pragmatic ramifications 

The contemporary information environment, enabled by the internet and social media, has resulted in a significant proliferation of misinformation, 

affecting professionals across multiple domains, including journalism, legislation, public health, and healthcare.  

Consequences for practitioners  

Misinformation is a considerable challenge, with social media and conventional news outlets serving as primary sources. Practitioners must recognize 

these sources and offer evidence-based alternatives for prompt refutation. Partnerships with entities such as the International Fact-Checking Network or 

the World Health Organization can aid in the fight against disinformation. Practitioners must be ready to act consistently and construct compelling 

narratives to assist audiences in differentiating between facts and opinions. If pre-emptive correction is unfeasible, practitioners ought to adopt a reactive 

strategy, concentrating on disinformation that disseminates among a significant segment of the public and poses potential harm. Corrections do not 

inherently amplify incorrect beliefs; however, if the danger of harm is negligible, refuting obscure disinformation may inadvertently elevate the 

prominence of its source.  

Consequences for information consumers.  

Information consumers can mitigate misinformation by refraining from disseminating it. They must recognize benign misinformation and disinformation 

operations, along with the psychological manipulation of disinformation via profit-motivated exploitation of personal data and social media algorithms. 

Unconsidered dissemination can exacerbate misinformation, yield financial benefits, and intensify ideological rifts. Individuals ought to decelerate, 

contemplate their behaviors, and interact with content judiciously. Principles of media literacy, including comprehension of media objectives, safeguard 

individuals from negative impacts, such as coercion to embrace specific beliefs or habits.  

Consequences for policymakers  

Misinformation can pose a substantial problem, affecting public health, health initiatives, and the dissemination of false information. Platforms such as 

YouTube and conventional media channels can exacerbate disinformation, resulting in diminished compliance with public health protocols and a rise in 

cases and fatalities. Policymakers should implement stricter regulations, including sanctions for the spread of misinformation, and promote greater 

transparency and efficacy among platforms in addressing this issue. Social media sites ought to prohibit habitual offenders and complicate interactions 

with substandard content. Nonetheless, regulation must not lead to suppression, as freedom of speech does not encompass the right to amplify speech. 

Additional measures to mitigate disinformation encompass fostering varied media ecosystems, allocating resources towards education, and addressing 

behavioral patterns. Strategies to combat disinformation dissemination must be multifaceted, addressing both the production and consumption of false 

information.  

Summary and prospective trajectories  

Psychological research has established a fundamental comprehension of how individuals discern truth from deception, formulate beliefs, and assimilate 

corrections. Nonetheless, considerable effort is required to comprehensively grasp the psychology of misinformation. To enhance research, investigators 

should concentrate on larger samples and rigorous methodologies, eschewing small-scale studies and single-item inquiries. They should also investigate 

non-textual repairs, such as movies or animations. Translational research is essential to investigate causality, particularly the effects of misinformation 

and corrections on beliefs and behaviors. Non-experimental methodologies, like observational causal inference, are also required. The efficacy of 

psychological study on misinformation ought to be correlated with theoretical advancements and societal ramifications. Future empirical and theoretical 

research may be enhanced by the creation of a comprehensive theoretical model that synthesizes cognitive, social, and affective elements, hence 

facilitating interdisciplinary collaboration.  
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