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ABSTRACT:  

This paper compares the performance of k-Nearest Neighbors and Linear Regression in house price prediction, using a dataset drawn from Kaggle. It follows that 

the accuracy for the k-NN model was 98%, while the one for the Linear Regression model was 94%. The results evidently showed that when compared to the linear 

assumptions of the Linear Regression model, k-NN really captures complex and nonlinear relationships within the housing data. It can be used to compare and thus 

show the potential of advanced regression techniques in improving predictive accuracy in real estate analytics. 
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Introduction:  

House price prediction is one of the intrinsic tasks of real estate analytics, providing insights into the view of buyers, sellers, investors, and policymakers 

alike [3]. From that alone, the impact of an accurate price prediction in decision-making processes cannot be overemphasized, since it affects investment 

strategies and market assessments [4]. Data science and machine learning in this domain further increase the relevance of predictive modeling. 

The real estate market is intrinsically very complex, driven by several factors that include location, size, condition, and the prevailing economic conditions 

[2]. Traditional statistical methods such as linear regression have long been used in modeling these relationships. One reason this model could be 

considered the best is that, in comparison with other models, it is very easy and simple to understand how each feature contributes toward the target 

variable. Such methods, however, assume a linear relationship between features and target values in a tacit fashion, which may not be the case in real-

world scenarios [3]. 

Modern machine learning techniques resolve this problem using a very different method [1]. K-nearest neighbors is an instance-based learning algorithm 

that is non-parametric and generates predictions based on proximity between data points in the feature space [5]. Unlike linear regression, k-NN does not 

assume the functional form between the features and target variable; hence, it can model quite complex nonlinear relationships. 

The next paper contrasts k-NN with the linear regression model on house price prediction in the USA, based on a dataset obtained from Kaggle. It was 

in an attempt to bring out which approach is more appropriate for handling real estate data complexities by assessing the accuracy and effectiveness of 

these models [4]. The result might provide better predictive accuracy and insight into helpful activities by partners within the housing market [1]. 

It introduced the topic in detail with respect to the necessity of house price prediction and the relevance of different modeling approaches in achieving 

that, together with the objectives of the research. 

Literature Review   

Studies on house prediction using machine learning (ML) has witnessed substantial growth in recent times. The raising complexity of house has urged 

experimenters to claw into the realm of deep learning (DL) algorithms, with the combined CNN- LSTM model, a group of researchers achieved the 

highest delicacy to date which is 95.1 [6]. Despite the wide research with multiple ML algorithms, certain classifiers remain underutilized or entirely 

neglected, challenging a focused disquisition of their performance in house Prediction [6].  Addressing the challenge of overfitting in house prognostic, 

paper [7] introduces a new prediction system using a deep literacy neural network. By incorporating powerhouse layers to alleviate overfitting, the 

proposed neural network surpasses other state- of- the- art styles, arising as the optimal pantomime for the Pima Indians House. Data Set [7], Papers [8] 

and [9] emphasize the significance of early house discovery, emphasizing the eventuality for ML models to not only prognosticate the circumstance of 

house but also discern the type of the complaint. The proposed DLPD (Deep Learning for Predicting House) model, constructed using retired layers of a 
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deep neural network and incorporating powerhouse regularization, achieves high delicacy in training datasets [8]. The pressing global impact of house, 

as stressed by the International House Federation (IDF) [9], underscores the need for effective prognostic tools to grease early discovery and life 

interventions.  Likewise, paper [10] emphasizes the adding frequency of house and the critical need for accurate opinion. The paper explores data analytics 

and machine learning algorithms for enhancing delicacy in house prediction, admitting the significance of examination of retired patterns in business data 

[10].  In synthesizing the literature, it becomes apparent that the integration of Deep Learning and Machine Learning ways, coupled with a focus on 

underutilized classifiers, powerhouse styles for overfitting forestallment, and the bracket of house types, contributes significantly to the field of house 

vaticinator. The proposed models parade estimable delicacy and outperform being styles, italicizing the eventuality for ML in addressing the global 

challenge of house.   

Methodology 

Dataset The process of collecting the precise coffers involved the operation of a many technologies and data sources. Coffers from Google Scholar, IEEE 

Xplore, Research Gate, ACM, and IGI Global have been gathered with delicacy. The theme that was chosen meant that there were not as numerous 

coffers available. Every source has been precisely named. Using the coffers, it was doable to detect some comprehensive instructions for enforcing the 

automated fashion for relating house.  The design of this model was done in phases. In the morning, the model helps to collect the needed datasets. In 

this dataset than 500 customer data are present, it's a business data and useful for machine literacy. The data includes features similar as price, gender, 

body mass indicator (BMI), hypertension, heart complaint, smoking history, HbA1c position, and blood glucose position. The descriptions of the attributes 

are shown in figure 1.  

 

Figure 1: Description of the attributes. 

Business practitioners may find this helpful in identifying customers who may be at risk for house and in creating specialized treatment regimens. 

Researchers can also use the dataset to examine associations between different demographic and business characteristics and the risk of getting house.  

Pre-processing: In this work here, pre-processing steps includes data loading, data type finding, missing value detect and remove, normalize the data, 

data type conversion all are done.  

At first all the data has been loaded and the dataset has been checked to be run. All the row and column viewed. By finding missing value the data become 

more precise and error free. The missing value has been deleted from the dataset. By normalize the data all the data min, max and median has been shown 

and the values are normalizing (Figure 2). It increases the accuracy of the data.  

 

Figure 2: Normalized Data. 
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The target value of this research is to find out the diabetic. Plot makes easy decision to visualize all the data. SNS plot help to explore and understand 

data (Figure 3). 

 

Figure 3: SNS Plot. 

Another visualization plot is the heat map. Heat map help to visualize in a numerical and graphical way (Figure 4). 

 

Figure 4: Heat Map. 

Co-relation Matrix: Correlation functions characterize the link between microscopic variables at distinct locations, such as spin and density. All the 

attribute relation has been shown by viewing the co-relation. The co-relation matrix range between -1 to 1.  

 

Figure 5: Co-relation Matrix. 
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Model Train:  

Separately model has been trained for this prediction. Same data has been used for those models. For the first model linear regression model has been 

used. Where the test size is 40% and the random state is 42.  All the attributes are in the same side and the target value is the diabetics. For the second 

model the Knn model has been used. Where the test size is 20% and the random state is 42.    

 

Figure 6: Train model using linear regression and Knn model. 

Result and Analysis:  

In Knn model the accuracy is 98.33% on the other hand in the linear regression the accuracy is 94.66%. Knn model is better than the linear regression for 

the diabetic prediction.  

 

Figure 7: Knn Model 

 

Figure 8: Linear Regression Model 
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