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A B S T R A C T 

The use of code generators is expected to be an improvement of the software development process. However, the introduction of such new techniques means a 

shift of work. Some activities will be more expensive, some benefits might be realized. Advantages and disadvantages have to be balanced, to appraise the 

investment decision. In this paper an analysis of a changed software development will be presented, based on a simulation. The results show benefits of the 

introduction of code generation. 
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Introduction 

The success of software development depends on the performance of its stakeholders. Software developers need to perform their tasks quickly and with 

a high quality. Modern development techniques may assist developers to perform their tasks. Tools like code generators can play an important role to 

derive software quickly which meets the requirements Kuhlen and Speck (2016c). 

In this paper, the benefits offered by an investment in generated requirements engineering on the performance of the software development process will 

be evaluated. The paper builds up on previous work, published in Kuhlen and Speck (2015a, 2016a, 2016b, 2016c, 2017b, 2017c). In Kuhlen and Speck 

(2015b) and Kuhlen and Speck (2016c) aspects of code generation are analyzed. The introduction of code generation promises to improve the software 

development process Kuhlen and Speck (2015b, 2016c). In this paper, an assumption on the process improvement is made to evaluate its benefit. It 

should be possible to find out which strategy is successful and rate it in terms of costs W. M. van der Aalst (2008). 

Theory 

Kuhlen and Speck declared that the use of a code generator in the requirements engineering could produce better results and it helps shifting effort from 

software development to requirements engineering Kuhlen and Speck (2015b, 2016c). 

A process analysis might show if an investment is valuable. Before a process becomes changed, the performance of the target process has to be 

evaluated. The correctness, effectiveness and the efficiency of the business process supported by an information system are vital for an organization W. 

M. van der Aalst (2008). 

The introduction of code generation could disburden the software developers from doing routine job. This brings a shift to more complex work done by 

developers. However, such more complex jobs may require a further specialization. The exchange of information will be profitable, if developers could 

specialize themselves. Multiple jobs could be completed simultaneously, in a reengineered process (Hammer &Champy, 1993, 3). Parallelism supports 

the real-time execution of orders (Davenport, 1993, 250). In software developing projects, it is often remarkable, that the construction of the team 

doesn’t support parallelism: if project members are just working in one project at the time, they need to be involved in the moment when something to 

do is available. This is a disadvantage of a high specialization. The involvement of software developers which are high specialized requires a high 

quality project planning. If experts are involved to early (so they can’t work effective parallel) or to late (so a congestion emerges) this fails! Plewan 

and Poensgen differentiate between projects which starts with a lack of employees (Plewan&Poensgen, 2011, 228) and projects which are overstaffed 

(Plewan&Poensgen, 2011, 217). 

This circumstance underlines the necessity to perform individual process analysis in practice, before changing a procedure. Business process analysis is 

part of the business process management W. M. P. van der Aalst, ter Hofstede, and Weske (2003). Projects should operate a bit in an isolated capsule 

(Plewan&Poensgen, 2011, 219). The process model is the (first) base for an automated checking Speck, Feja, Witt, Pulvermüller, and Schulz (2011). 
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Designing a process model is far from trivial, because it requires long discussion with the team members and the management about the business 

practices W. M. P. van der Aalst and van Dongen (2002). A new process model prescribes how business processes should be executed Schimm (2003). 

Therefore, the model is essential for the future success of the business. To prevent the business from making mistakes during the design, a valid 

assistance is needed. 

Especially if the business process contains multiple rules which control the order of steps, the verification of such systems is quite hard for human 

beings and requests automated assistance Speck et al. (2011). To solve these difficulties in the design, work flow mining techniques could be used to 

get an insight in the life-cycle of different cases W. M. P. van der Aalst and van Dongen (2002). However, often it is hard to set up a mining procedure 

and without a process model the insights may be useless. 

As the reality often differs from what is modelled W. M. van der Aalst (2008), the correction of the model has to be possible. It could also be an 

objective to correct the reality, to be closer to the model. If data about the reality is hard to obtain, it should be possible to make assumptions on the 

behavior of the process more easily. 

Method 

On the basis of the state of research and practical experience, a code generator affects the performance of the software development process in multiple 

areas. These benefits have to be mapped to the process of software production. 

 The costs of writing a concept may increase, because the code generator has to be used. 

 The costs to accept a concept may increase, because of the formal syntax of the code generator. 

 The costs of software development decrease, because of the generation of code. 

 The probability of software faults decreases, because generated code has a proofed quality. 

Figure 1: Assumed effects of a code generator on the performance of the software development process 

In (Kuhlen& Speck, 2015a, p. 160), an example model of the classic software development process is designed. This model could be analyzed by 

simulation. To assess the impact of a code generator on the performance, a new version of the process model has to be designed at first. Therefore, an 

alternative version (compared to the original version in (Kuhlen& Speck, 2015a, p. 160)) of the process model is designed. This new version bases on 

the above-mentioned assumptions displayed in Figure 1 about the benefits obtained by a code generator. In Figure 2 the new version is illustrated. The 

deviations in the new process version are highlighted in blue color (Cf. (Kuhlen& Speck, 2015a, p. 160)). The changes in the proceeding affect the 

costs of some activities and the probabilities of several flows. The costs may be influenced, because some activities take more time (e. 

g. writing or accepting a concept) and some activities take less time (e. g. development). For example, it can be expected that a generated code contains 

less bugs which leads to an increased probability to join the activity "roll-out" after the quality assurance. These consequences are conceivable. Maybe 

there are further effects or some of the assumptions might differ from real effects. This deviations from reality doesn’t matter now. The analysis of 

different versions of a process has to be possible by making assumptions. In practice, business economists are able to make individual assumptions, 

based on operating numbers from the controlling to design a decision model which fits into reality. 

Figure 2 shows the new version of the development process. This new version has to be compared with the original version, presented prior. 

Both process models are analyzed by PAS, see Kuhlen and Speck (2015a, 2016a, 2017c). The analysis algorithm of PAS constructs two lists of 

computable process paths. Each of these process paths was appraised with its costs and its probability. The expectable costs of the processes were 

calculated by summarizing the costs of the paths, weighted with their probability Kuhlen and Speck (2015a, 2017a, 2017c). 

Especially in the phase of process design, the results of a process analysis could be helpful, to hinder (financial) problems. The costs of changing a 

process during its design phase are (like always) lower, than after the process is used in operative business. Especially if the process models may 

involve the core business transactions, its design has to be accurate W. M. P. van der Aalst et al. (2003). 

Analysis 

During the phase of requirements engineering a procedure is necessary, to check the profitability of the new process design. Without a precise 

specification of the required process change (requirement) Chaudron, van Hee, and Somers (2003) the evaluation of its profitability will be a problem. 

By determining flow times, bottlenecks 



International Journal of Research Publication and Reviews, Vol 5, no 7, pp 2385-2390 July 20242387 

 

 

 

Figure 2: New possible variant of the process by using a code generator, compare the first version of this illustration in (Kuhlen& Speck, 

2015a, p. 160), deviations are highlighted. Own illustration created with TikZ (tikzpicture) being part of TeX Live Version 2024 

and the utilization of a process W. M. P. van der Aalst et al. (2003), business improvements could be made. If parts of a process cannot be reached, 

there is a mistake in the process model W. M. P. van der Aalst et al. (2003). In this analysis, the financial performance before and after the process 

improvement becomes compared. (Kuhlen& Speck, 2015a, p. 160) illustrates a process model which describes a common approach of software 

development. The progress of software development often follows a process model which was influenced by different procedure models in practice. 

Approaches like scrum, waterfall model, kanban, extreme programming (xp), rational unified process (rup) or the v-model have influenced the process 

of software development (Sommerville, 2016), like many others. (Kuhlen& Speck, 2015a, p. 160) shows one alternative of the huge variety of 

processes. In general, the process in Figure 2 and the process in (Kuhlen& Speck, 2015a, p. 160) describe the core workflow of software development 

which does not take aspects of the overall procedure model into account. However important functions for the software development which are 

described in procedure models have to analyzed too, in order to design a valid simulation model. 

A classic process for software development might consist of seven activities. It starts with the analysis of the customer’s needs. The need analysis 

belongs to the phase of requirements engineering. In the v-model this activity may correspond to the concept of operations (Sommerville, 2016). In 

scrum the product owner receives this information directly from the customers (Sommerville, 2016). In the waterfall model it belongs to the step of 

"requirements" (Sommerville, 2016). After the analysis of the needs, the requirement is recorded in a list for the development. In scrum this list is 

called "backlog" (Sommerville, 2016). In the v-model this step matches to the activity "system requirements" (Sommerville, 2016). In the waterfall 

model, the next activity is called "design" (Sommerville, 2016). Often the design is written in a concept, therefore (Kuhlen& Speck, 2015a, p. 160) calls 

the next step "Write a concept". After the concept is written, it has to be accepted by the customer. Subsequently the development could start, and the 

product could be tested. The v-model differentiates between multiple phases of quality insurance (Sommerville, 2016). However, the waterfall model 

distinguishes between "implementation" and "verification", close to this process in (Kuhlen& Speck, 2015a, p. 160; Sommerville, 2016). The last step 

of development aims to put the software in production. The step "roll-out" may be adequate for the activity of maintenance in v-model or in the 

waterfall model (Sommerville, 2016). However, "maintenance" might include changes in the system which are often treated like "normal" 

requirements. These required changes have to pass the whole process again. In comparison, the installation of the software belongs to the "roll-out". 

Most of the activities could lead back to a restart of the whole process (cycles). A restart could have different reasons like the emergence of faults or 

unexpected complexity. This "steps back" lead to an iteration through the process. 



International Journal of Research Publication and Reviews, Vol 5, no 7, pp 2385-2390 July 20242388 

 

 

The processes given in (Kuhlen& Speck, 2015a, p. 160) and Figure 2 describe state machines. The distinction of seven activities allows the transition to 

a huge number of different states. Speck et al. describe the problem of state explosion as a problem in the context of model checking Speck, 

Pulvermüller, and Heuzeroth (2003). Especially, because the defined process contains multiple cycles and short cuts its number of states will be 

enormous. However, the verification is profitable because multiple errors could be found more often W. M. van der Aalst (2008). 

Results 

After the simulation was performed the obtained results for the two processes in (Kuhlen& Speck, 2015a, p. 160) and Figure 2 are compared. First the 

impact of requirements engineering on the costs will be analyzed. Costs are expected to decrease because less iterative cycles are needed to produce 

software by using a code generator. Costs in software development are mainly fixed, as a result of the salaries. Therefore, monthly costs are stable, 

more or less. A key performance indicator was calculated to assess the costs of each instance, individually. First these costs base on the time, the 

developers spend on the realization of a requirement (=instance). This development time was divided by the total number of working hours. The costs 

of instances are expected to be decreased, because each requirement needs less development time. 

The introduction of a code generator improves the requirements engineering and the development within the software production process. In Kuhlen 

and Speck (2016b) the effect of an improvement to requirements engineering was analyzed. Based on the investigation in Kuhlen and Speck (2016b) 

figure 3 shows the potential benefit of such improvement in general without connection to code generation. A comparison of efficiency improvement 

and the average costs of requirements is displayed in 3. The box plot facilitates to compare the mean requirements costs in distinguished classes of 

efficiency. Comparing the median shows, that the costs are nearly stable, independent from the efficiency of requirements analysis. This result is 

reasonable, considering a stable workload in combination with increasing costs, due to a more comprehensive requirements engineering. Average 

instance costs are the wrong key performance indicator to compare the impact of improved requirements engineering. 

 

Figure 3: Total costs of implementation, influenced by requirements engineering’s impact. Own illustration created with TikZ (tikzpicture) 

being part of TeX Live Version 2024. 

The classic model of the process leads (with a save probability of 76,65%) to costs of 284. 83 € per execution. In comparison , the new process leads 

(with a save probability of 77,37 %) to costs of 213. 91 € per execution. Therefore, a reduction of operating costs about 70.92 € per execution can be 

expected by this process improvement. The reduction is the result of a different distribution of the work. In Figure 4 the average numbers of repetitions 

of each activity are displayed. The bar chart displays the focus of the work in the context of different process versions. 
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Figure 4: Average number of repetitions per activity. Own illustration created with TikZ (tikzpicture) being part of TeX Live Version 2024 

Figure 4 shows how often an activity will be repeated in the iterative process of software development, during the experiment. In the new version of the 

process, less repetitions, e. g. of the activity "write concept", can be expected. This might happen, because a formal specification of requirements is 

much more precise and would not be readjusted as often as classic pedestrian specifications. In contrast, the repetitions of the activity "rollout" will not 

differ significantly. Overall, a faster and tighter development process can be expected, because of this change in the development process. 

The positive contribution of requirements engineering to the economic profitability of software development is shown. An improvement of 

requirements engineering improves the number of produced function points Kuhlen and Speck (2016b). To realize great costs effects, further 

adjustments (for example on the model of payments) are necessary in practice. 

Conclusion 

The use of a code generator offers a great potential to decrease the costs. In nearly all activities in the software development process the number of 

repetitive cycles will be decrease by using the described process improvement. This leads to lower costs. 

Further investigations could analyze more potentials to reduce the costs in the software development. To express the financial efficiency of a process, 

the activity-based costing (ABC) approach could be used for example. In practice this approach would not be used during the design of a process 

model. The effect of process controlling itself on the process performance might be an interesting extension of simulation analysis with PAS. 
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