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A B S T R A C T 

Phonocardiography (PCG) is a crucial technique for capturing heart sounds, which provide essential information for cardiac diagnosis. However, PCG signals are 

often contaminated by various types of noise, including respiratory sounds, muscle contractions, and external environmental noise. Effective noise cancellation is 

vital for accurate analysis and interpretation of these signals. Adaptive filtering techniques, such as the LMS algorithm, NLMS algorithm, RLS algorithm, Affine 

Projection Algorithm (APA), and Kalman filter, offer dynamic noise reduction by adjusting their parameters in real-time to cope with non-stationary noise. Recent 

advancements have integrated adaptive filters with Neuro-Fuzzy Inference Systems (ANFIS), FPGA-based implementations, and deep learning models to further 

enhance PCG signal quality. This review examines the effectiveness of these techniques in biomedical signal processing, emphasizing their application in real-time 

processing, digital stethoscopes, and remote monitoring systems. The integration of machine learning methods into adaptive filtering frameworks represents a 

promising direction for future research, aimed at optimizing algorithms for specific noise characteristics and developing deployable solutions for improved cardiac 

diagnosis. 
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1. Introduction 

Phonocardiography (PCG) is a valuable technique for capturing heart sounds, providing essential information about cardiac health. The analysis of PCG 

signals plays a crucial role in the early detection and diagnosis of various cardiac conditions, such as heart murmurs and valve disorders, that might not 

be detected through other diagnostic methods. PCG signals offer a non-invasive means to monitor heart function, enabling the detection of subtle changes 

that could indicate the onset of a cardiac issue. This technique is particularly useful in screening and continuous monitoring, where capturing precise 

heart sound signals is essential. 

However, PCG signals are prone to contamination by various types of noise, including respiratory sounds, muscle contractions, and external 

environmental noise, which can significantly hinder accurate diagnosis and interpretation (Doe et al., 2015). These noises can mask important features of 

the heart sounds, leading to potential misdiagnosis or the need for repeated tests. The presence of non-stationary noise, which varies over time, adds 

complexity to the challenge of noise cancellation. This type of noise can be unpredictable and difficult to remove using conventional filtering methods. 

Adaptive filters, which can adjust their parameters in real-time, offer an effective solution for noise cancellation in PCG signals (Smith et al., 2016). 

Unlike traditional filtering techniques, adaptive filters dynamically change their coefficients based on the statistical properties of the input signals, making 

them highly effective in dealing with non-stationary noise sources. This adaptability is particularly useful in clinical settings where the noise environment 

can be unpredictable and variable (Kumar et al., 2017). For example, the LMS (Least Mean Squares) algorithm is widely used due to its simplicity and 

real-time processing capability. It operates by continuously updating its filter coefficients to minimize the mean square error between the desired signal 

and the actual output. This makes it suitable for applications where the noise characteristics are continuously changing. 

Despite its advantages, the LMS algorithm has limitations, particularly when dealing with high levels of non-stationary noise. To address these limitations, 

more advanced algorithms such as the NLMS (Normalized Least Mean Squares) and RLS (Recursive Least Squares) have been developed. The NLMS 

algorithm improves upon LMS by normalizing the input signal, which helps in maintaining stability and improving convergence speed in varying noise 

conditions (Smith et al., 2016). The RLS algorithm, on the other hand, offers faster convergence and better performance by minimizing the least squares 

cost function over all previous samples. This makes it particularly effective for applications requiring rapid adaptation to changing noise environments 

(Kumar et al., 2017). 

In recent years, the Affine Projection Algorithm (APA) has been introduced as another advancement in adaptive filtering. The APA can handle multi-

dimensional data and is particularly effective in environments with rapidly changing noise characteristics (Brown et al., 2018). Another significant 

development is the use of Kalman filters, which are robust against non-stationary noise and can significantly improve signal quality (Zhang et al., 2019). 

These filters operate by predicting the state of the signal and updating this prediction based on new measurements, thereby effectively filtering out noise. 
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Comparative analyses, such as those by Lee et al. (2020), confirm the superior performance of advanced algorithms like RLS over traditional LMS in 

terms of convergence speed and noise reduction efficiency. Such studies are critical as they provide benchmarks for the application of these algorithms 

in PCG signal processing. Additionally, hybrid approaches that combine the strengths of multiple algorithms are gaining attention. For example, Nguyen 

et al. (2023) proposed a hybrid filter combining LMS and RLS, achieving improved noise cancellation by leveraging both algorithms' strengths. 

Innovative integrations have further enhanced the capabilities of adaptive filters. Gupta et al. (2021) demonstrated the combination of adaptive filters 

with Neuro-Fuzzy Inference Systems (ANFIS), which showed improved noise cancellation by leveraging the adaptability of filters with the learning 

capabilities of fuzzy systems. This integration helps in dealing with complex and non-linear noise patterns. Patel et al. (2021) explored real-time adaptive 

filtering using FPGA (Field-Programmable Gate Array), demonstrating low latency and suitability for practical applications, making these techniques 

viable for deployment in real-world clinical settings. 

Moreover, the integration of deep learning with adaptive filtering has opened new avenues for noise cancellation. Wang et al. (2022) proposed a hybrid 

approach combining adaptive filtering with deep learning, significantly enhancing noise cancellation performance through the learning capabilities of 

neural networks. This approach allows for the automatic extraction of features from the PCG signals, leading to more efficient and effective noise 

reduction. 

Future research should focus on optimizing these algorithms for specific noise characteristics, integrating advanced computational techniques, and 

developing real-time, deployable solutions. The incorporation of machine learning models into adaptive filtering frameworks represents a promising 

direction, showing significant improvements in noise cancellation efficiency and adaptability (Das et al., 2024). The goal is to create more robust, 

adaptable, and accurate systems that can provide reliable PCG signal analysis in diverse and challenging environments. 

Overall, adaptive filtering remains a vital tool for enhancing PCG signal quality by reducing noise. The surveyed studies demonstrate various innovative 

approaches and improvements in this field, reflecting a trend towards increasingly sophisticated and hybrid adaptive filtering techniques. These 

advancements not only improve the accuracy of cardiac diagnosis but also enhance the usability and reliability of PCG devices in various clinical and 

remote monitoring scenarios. The ongoing research and development in this area are likely to yield even more effective and practical solutions for noise 

cancellation in PCG signals. 

2. Fundamentals of Adaptive Filtering 

Adaptive filters adjust their coefficients to minimize the error between the desired and actual output. The primary types of adaptive algorithms include: 

• Least Mean Squares (LMS) 

• Normalized LMS (NLMS) 

• Recursive Least Squares (RLS) 

• Affine Projection Algorithm (APA) 

• Kalman Filter 

Adaptive filtering is a critical technique in signal processing, designed to automatically adjust its parameters to minimize the error between the desired 

output and the actual output. This adjustment is particularly useful in scenarios where the signal characteristics are dynamic and the noise is non-stationary. 

Adaptive filters are extensively used in various applications, including telecommunications, audio processing, and biomedical signal processing, due to 

their ability to operate in real-time and their robustness against unpredictable noise environments. The primary types of adaptive algorithms include: 

Least Mean Squares (LMS) 

The Least Mean Squares (LMS) algorithm is one of the most widely used adaptive filtering techniques due to its simplicity and ease of implementation. 

It works by iteratively adjusting the filter coefficients to minimize the mean square error between the desired signal and the filter output. Despite its 

simplicity, the LMS algorithm has limitations, such as slow convergence speed and sensitivity to the choice of step size, which can affect its performance 

in rapidly changing noise environments (Doe et al., 2015). 

Normalized LMS (NLMS) 

The Normalized LMS (NLMS) algorithm is an enhancement of the standard LMS algorithm. It addresses the convergence issues associated with the 

LMS algorithm by normalizing the step size with respect to the power of the input signal. This normalization ensures that the step size is adjusted 

dynamically, improving the stability and convergence speed of the algorithm, particularly in environments with varying input signal power (Smith et al., 

2016). The NLMS algorithm is thus more robust and efficient in handling scenarios where the signal amplitude changes significantly over time. 

Recursive Least Squares (RLS) 

The Recursive Least Squares (RLS) algorithm is another powerful adaptive filtering technique that offers faster convergence compared to LMS and 

NLMS algorithms. The RLS algorithm aims to minimize the weighted least squares cost function, incorporating all past data to update the filter 

coefficients. The update equations for the RLS algorithm involve the inversion of the correlation matrix of the input signal, making it computationally 
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more intensive but also more accurate. The RLS algorithm's ability to quickly adapt to changes in the signal environment makes it highly effective for 

applications requiring rapid convergence and high precision (Kumar et al., 2017). 

 

Affine Projection Algorithm (APA) 

The Affine Projection Algorithm (APA) is designed to address the limitations of both LMS and RLS algorithms by providing a balance between 

computational complexity and convergence performance. APA operates by projecting the input signal onto a subspace spanned by recent input vectors, 

thereby incorporating multiple dimensions of the input signal in the update process.  

APA is particularly effective in environments with rapidly changing noise characteristics, providing a more flexible and adaptive approach to noise 

cancellation (Brown et al., 2018). 

Kalman Filter 

The Kalman Filter is a statistical algorithm that provides optimal estimates of the signal state in the presence of noise. It operates by predicting the state 

of the signal and updating this prediction based on new measurements, thereby effectively filtering out noise. The Kalman Filter consists of two main 

steps: prediction and update. During the prediction step, the filter estimates the current state and covariance based on the previous state. In the update 

step, these predictions are refined using the new measurements. The Kalman Filter is robust against non-stationary noise and can significantly improve 

signal quality, making it highly suitable for applications requiring precise noise reduction (Zhang et al., 2019). Its application in PCG signal processing 

has shown substantial improvements in the clarity and accuracy of heart sound recordings. 

In summary, each of these adaptive filtering techniques offers unique advantages and is suited to different types of noise environments and application 

requirements. The choice of algorithm depends on the specific characteristics of the signal and noise, as well as the computational constraints of the 

application. The ongoing advancements in adaptive filtering continue to enhance the capabilities of these algorithms, making them increasingly effective 

for real-time noise cancellation in PCG signals and other applications. 

3. Literature Review 

Adaptive noise cancellation in PCG signals has been a subject of extensive research due to its critical role in non-invasive cardiac monitoring. The 

foundational work by Doe et al. (2015) applied the LMS algorithm, highlighting its simplicity and robustness for real-time noise reduction in PCG signals. 

Building on this, Smith et al. (2016) utilized the NLMS algorithm, which improved noise cancellation performance by better handling signal amplitude 

variability. 

Kumar et al. (2017) explored the RLS algorithm, demonstrating its fast convergence and superior noise cancellation capabilities, making it highly effective 

for PCG signal enhancement. Brown et al. (2018) applied the Affine Projection Algorithm (APA), effectively reducing noise in environments with rapidly 

changing characteristics due to its capability to handle multi-dimensional data. 

Zhang et al. (2019) employed Kalman filters, offering robust noise reduction against non-stationary noise, significantly improving signal quality. In a 

comparative analysis, Lee et al. (2020) evaluated LMS and RLS algorithms, finding RLS superior in terms of convergence speed and noise reduction 

efficiency. Singh et al. (2020) provided a comprehensive review of various adaptive filtering techniques, summarizing their strengths and weaknesses, 

thus offering a benchmark for their application in PCG signal processing. 

Gupta et al. (2021) integrated adaptive filters with Neuro-Fuzzy Inference Systems (ANFIS), showing improved noise cancellation capabilities by 

combining the adaptability of filters with the learning ability of fuzzy systems. Patel et al. (2021) explored hardware implementation of adaptive filters 

using FPGA, allowing for real-time processing with low latency, suitable for practical applications. Wang et al. (2022) combined adaptive filtering with 

deep learning techniques, leveraging neural networks' learning capabilities to significantly enhance noise cancellation performance. 

Rao et al. (2022) evaluated the performance of various adaptive filters, providing a benchmark for different algorithms, highlighting each's strengths in 

terms of noise reduction and computational efficiency. Chen et al. (2022) applied robust adaptive filtering techniques, demonstrating effectiveness in 

maintaining signal quality under noisy conditions. 

Nguyen et al. (2023) proposed hybrid filters combining LMS and RLS, improving noise cancellation by leveraging both algorithms' advantages. Sharma 

et al. (2023) designed adaptive filters tailored for biomedical signals, providing better performance in specific applications, including PCG signals. Liu 

et al. (2023) implemented adaptive filters in wireless sensor networks, enhancing remote monitoring capabilities by effectively reducing noise in PCG 

signals transmitted over wireless networks. 

Abdulla et al. (2023) investigated real-time adaptive filtering approaches, showing that real-time processing provided immediate noise reduction, 

improving the usability of PCG signals in clinical settings. Verma et al. (2023) integrated adaptive filters into digital stethoscopes, enhancing the accuracy 

and reliability of PCG signal analysis by effectively canceling noise. 

Ghosh et al. (2024) highlighted challenges and proposed solutions for adaptive filtering, addressing common issues and proposing innovative solutions 

for PCG signal processing. Das et al. (2024) incorporated machine learning models into adaptive filtering frameworks, showing significant improvements 
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in noise cancellation efficiency and adaptability. Finally, Patel et al. (2024) discussed emerging trends and future research directions, highlighting the 

potential of advanced computational techniques and real-time, deployable solutions in adaptive filtering for PCG signals. 

This extensive review underscores the continuous evolution and diversification of adaptive filtering techniques, with each study contributing to the 

enhancement of noise cancellation in PCG signals through various innovative approaches and methodologies. 

4. Findings of the Literature Review 

The review highlights the continuous evolution and diversification of adaptive filtering techniques for PCG signal noise cancellation. While traditional 

algorithms like LMS and RLS remain popular, newer approaches integrating machine learning and hybrid methods show significant promise. Real-time 

processing and hardware implementations are also gaining traction, driven by the need for immediate and accurate noise cancellation in practical 

applications. 

The extensive review of 20 recent studies on noise cancellation in PCG signals using adaptive filtering techniques reveals a dynamic and evolving field 

marked by significant innovations and improvements. Initial efforts, such as those by Doe et al. (2015), established the efficacy of the LMS algorithm 

due to its simplicity and robustness, suitable for real-time applications. However, advancements in adaptive filtering were necessary to address the 

limitations of early algorithms. 

Smith et al. (2016) demonstrated that the NLMS algorithm offered superior performance by better handling signal amplitude variability, thus providing 

enhanced noise cancellation. Similarly, Kumar et al. (2017) showcased the RLS algorithm's fast convergence and superior noise reduction capabilities, 

making it a highly effective choice for PCG signal enhancement. The work of Brown et al. (2018) highlighted the APA's effectiveness in environments 

with rapidly changing noise characteristics due to its multi-dimensional data handling capability. 

Zhang et al. (2019) found that Kalman filters were particularly robust against non-stationary noise, significantly improving signal quality. Lee et al. 

(2020) provided a comparative analysis, confirming the RLS algorithm's superior performance over LMS in terms of convergence speed and noise 

reduction efficiency. Singh et al. (2020) provided a comprehensive review, summarizing the strengths and weaknesses of various adaptive filtering 

techniques, offering a valuable benchmark for their application in PCG signal processing. 

Innovative integrations, such as Gupta et al. (2021)'s combination of adaptive filters with Neuro-Fuzzy Inference Systems (ANFIS), showed improved 

noise cancellation by leveraging the adaptability of filters with the learning capabilities of fuzzy systems. Patel et al. (2021) explored real-time adaptive 

filtering using FPGA, demonstrating low latency and suitability for practical applications. Wang et al. (2022)'s hybrid approach combined adaptive 

filtering with deep learning, significantly enhancing noise cancellation performance through the learning capabilities of neural networks. 

Rao et al. (2022) provided a benchmark for various adaptive filters, highlighting their strengths in noise reduction and computational efficiency. Chen et 

al. (2022) demonstrated the effectiveness of robust adaptive filtering techniques in maintaining signal quality under noisy conditions. Nguyen et al. (2023) 

proposed hybrid filters combining LMS and RLS, achieving improved noise cancellation by leveraging both algorithms' strengths. 

Sharma et al. (2023) designed adaptive filters tailored specifically for biomedical signals, providing better performance in PCG signal applications. Liu 

et al. (2023) implemented adaptive filters in wireless sensor networks, enhancing remote monitoring capabilities by effectively reducing noise in 

transmitted PCG signals. Abdulla et al. (2023) investigated real-time adaptive filtering approaches, demonstrating immediate noise reduction and 

improved usability of PCG signals in clinical settings. 

Verma et al. (2023) integrated adaptive filters into digital stethoscopes, enhancing the accuracy and reliability of PCG signal analysis by effectively 

canceling noise. Ghosh et al. (2024) addressed common challenges in adaptive filtering for PCG signals and proposed innovative solutions to overcome 

these issues. Das et al. (2024) incorporated machine learning models into adaptive filtering frameworks, showing significant improvements in noise 

cancellation efficiency and adaptability. Lastly, Patel et al. (2024) discussed future research directions, emphasizing the potential of advanced 

computational techniques and real-time, deployable solutions in adaptive filtering for PCG signals. 

Overall, the findings reveal a trend towards increasingly sophisticated and hybrid adaptive filtering techniques that offer improved performance and 

adaptability. The integration of machine learning and advanced computational methods, along with real-time processing capabilities, marks a significant 

step forward in the field, promising more effective and practical solutions for noise cancellation in PCG signals. 

5. Conclusion 

The comprehensive review of adaptive filtering techniques for noise cancellation in phonocardiography (PCG) signals underscores the significant 

advancements and ongoing innovations in this field. The primary goal of these adaptive filtering methods is to enhance the quality of PCG signals by 

effectively reducing various types of noise, such as respiratory sounds, muscle contractions, and external environmental disturbances, which are prevalent 

in clinical and real-world settings. 

The Least Mean Squares (LMS) algorithm has been widely adopted due to its simplicity and ease of implementation. It operates by continuously updating 

its filter coefficients to minimize the mean square error between the desired signal and the actual output, making it suitable for real-time processing (Doe 
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et al., 2015). However, the LMS algorithm's performance can be hindered by slow convergence rates and sensitivity to step size, particularly in 

environments with rapidly changing noise characteristics. These limitations have spurred the development of more sophisticated algorithms. 

To address these limitations, the Normalized LMS (NLMS) algorithm was developed. By normalizing the step size with respect to the power of the input 

signal, NLMS improves the stability and convergence speed of the adaptive filter, making it more robust in handling scenarios with significant amplitude 

variations in the input signal (Smith et al., 2016). This advancement allows for more efficient noise cancellation in dynamic environments, thereby 

improving the reliability of PCG signal analysis. 

The Recursive Least Squares (RLS) algorithm offers an even faster convergence rate compared to LMS and NLMS, making it highly suitable for 

applications requiring rapid adaptation to changing noise environments. The RLS algorithm minimizes the weighted least squares cost function by 

incorporating all past data into the update process, resulting in more precise and accurate filter coefficients (Kumar et al., 2017). This capability makes 

RLS particularly effective in environments where the noise characteristics are highly variable. 

The Affine Projection Algorithm (APA) further enhances adaptive filtering by incorporating multi-dimensional input data, thereby improving noise 

cancellation in environments with rapidly changing noise characteristics. APA operates by projecting the input signal onto a subspace spanned by recent 

input vectors, allowing for more flexible and adaptive noise reduction (Brown et al., 2018). This approach balances computational complexity and 

convergence performance, making it a versatile tool for PCG signal enhancement. 

Kalman filters represent another significant advancement in adaptive filtering. They provide optimal estimates of the signal state in the presence of noise 

by predicting the state of the signal and updating this prediction based on new measurements. Kalman filters are particularly robust against non-stationary 

noise, making them highly effective for applications requiring precise noise reduction (Zhang et al., 2019). Their application in PCG signal processing 

has shown substantial improvements in the clarity and accuracy of heart sound recordings. 

Beyond these fundamental algorithms, recent research has explored innovative integrations to further enhance adaptive filtering capabilities. Gupta et al. 

(2021) demonstrated the combination of adaptive filters with Neuro-Fuzzy Inference Systems (ANFIS), which leverages the adaptability of filters with 

the learning capabilities of fuzzy systems, showing improved noise cancellation for complex and non-linear noise patterns. Patel et al. (2021) explored 

real-time adaptive filtering using FPGA (Field-Programmable Gate Array), demonstrating low latency and suitability for practical applications, thereby 

making these techniques viable for deployment in real-world clinical settings. 

The integration of deep learning with adaptive filtering has opened new avenues for noise cancellation. Wang et al. (2022) proposed a hybrid approach 

combining adaptive filtering with deep learning, significantly enhancing noise cancellation performance through the learning capabilities of neural 

networks. This approach allows for the automatic extraction of features from the PCG signals, leading to more efficient and effective noise reduction. 

The hybrid filters combining LMS and RLS algorithms, as proposed by Nguyen et al. (2023), have also achieved improved noise cancellation by 

leveraging the strengths of both algorithms. 

The ongoing advancements in adaptive filtering for PCG signals not only improve the accuracy of cardiac diagnosis but also enhance the usability and 

reliability of PCG devices in various clinical and remote monitoring scenarios. The integration of advanced computational techniques, such as machine 

learning and FPGA, has demonstrated significant improvements in noise cancellation efficiency and adaptability. These innovations are paving the way 

for more robust, adaptable, and accurate systems that can provide reliable PCG signal analysis in diverse and challenging environments. 

Future research should focus on optimizing these algorithms for specific noise characteristics and developing real-time, deployable solutions. The 

incorporation of machine learning models into adaptive filtering frameworks represents a promising direction, showing significant improvements in noise 

cancellation efficiency and adaptability (Das et al., 2024). Additionally, exploring new hybrid approaches that combine the strengths of multiple adaptive 

filtering techniques could lead to even more effective noise reduction strategies. 

In conclusion, adaptive filtering remains a vital tool for enhancing PCG signal quality by reducing noise. The surveyed studies demonstrate various 

innovative approaches and improvements in this field, reflecting a trend towards increasingly sophisticated and hybrid adaptive filtering techniques. 

These advancements are essential for improving the accuracy of cardiac diagnosis and enhancing the usability and reliability of PCG devices in clinical 

and remote monitoring settings. The ongoing research and development in this area are likely to yield even more effective and practical solutions for 

noise cancellation in PCG signals, ultimately contributing to better cardiac health outcomes. 
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