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ABSTRACT 

The Lindley distribution may serve as a useful reliability model. Applications of this Lindley distribution are presented in statistical literature. In this article, a 

powerful goodness of fit test for the Lindley distribution is proposed. In order to compute the proposed test statistic, the maximum likelihood estimate (MLE) was 

used, which is simple explicit estimator. By Monte Carlo simulation, critical points of the proposed test statistic for different sample sizes are obtained. Power 

values of the proposed test are compared with the competing tests against various alternatives via simulations. Finally, two real data are presented and analyzed. 
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1. Introduction 

The modeling and analyzing lifetime data are crucial in many applied sciences including medicine, engineering, insurance and finance, amongst others. 

It is well known that the Lindley distribution is one of the fundamental models applied for reliability models. The Lindley distribution has been discussed 

by many authors in different practical cases, such as Bayesian estimation Ali et al. (2013), loading-sharing system mode Singh and Gupta (2012) and 

stress-strength reliability model Al-Mutairi elal. (2013). It deserves mentioning that the Lindley distribution provides a flexible shape to model the lifetime 

data. Moreover, Ghitany et al (2008) presented a comprehensive study about its important mathematical and statistical properties, estimation of parameter 

and application showing the superiority of Lindley distribution over of the bank customers. 

Since the distribution was proposed, it has been overlooked in the literature partly due to the popularity of the exponential distribution in the context of 

reliability analysis. Nonetheless, it has recently received considerable attention as a lifetime model to analyze survival data in the competing risks analysis 

and stress-strength reliability studies; see, for example, Ghitany et al (2008), Mazucheli and Achcar (2011), Gupta and Singh (2013), Al-Mutairi el al 

(2013), and Wang (2013), Valiollahi et al (2017), Altun (2019), Kumar and Jose (2019), and Ibrahim et al. (2019), among others. 

Ghitany et al (2008) provide a nice overview of various statistical properties of the Lindley distribution. Furthermore, they argue that the Lindley 

distribution could be a better lifetime model than the exponential distribution using a real data set. 

Therefore, there is a clear need to check whether the Lindley model is a satisfactory model for the observations. Goodness-of-fit (GOF) tests are designed 

to measure how well the observed sample data fits some proposed model. One class of GOF tests that can be used consists of tests based on the distance 

between the empirical and hypothesized distribution functions. Five of the known tests in this class are Kolmogrov-Smirnov, Cramer-von-Mises, 

Anderson-Darling, Watson and Kuiper tests. 

Many researchers have been interested in goodness of fit tests for different distributions and therefore different tests are developed in the literature, for 

example, D’Agostino and Stephen (1986) and Huber-Carol et al (2002). Moreover, goodness of fit tests based on censored samples are developed by 

some authors including Balakrishnan et al (2004), Balakrishnan et al (2007), Lin et al (2008), Habibi Rad et al (2011), Pakyari and Balakrishnan (2012, 

2013) and Alizadeh Noughabi and Balakrishnan(2015). 

The main contribution of the paper can be expressed as follows. In this paper, a goodness of fit test statistic for the Lindley distribution based on an 

estimate of Kullback-Leibler divergence is proposed. The properties of the proposed test and critical points are presented. Through extensive simulation 

studies, it is shown that the proposed goodness-of-fit test is more powerful, or at least as good as the classical EDF-tests for different choices of sample 

sizes and alternatives. The behavior of the proposed test for the Lindley model with real data is also investigated. 

In Section 2, a summary of the Lindley distribution is presented and then a goodness of fit test statistic based on the Kullback-Leibler divergence for the 

Lindley distribution is introduced. In Section 3, the critical values of the test statistic are obtained by Monte Carlo simulations. Then power values of the 
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proposed test are computed and then compared with the competing tests. All simulations were carried out by using R 4.0.1 and with 100,000 replications. 

Section 4 contains applications of the suggested test in real examples. 

2. The Lindley distribution and test statistic 

In this section, some properties of the Lindley distribution are expressed and then construct a goodness of fit test statistic for this distribution. 

2.1. The Lindley distribution 

If the density function of the random variable 𝑋 be as follows, then we say that 𝑋 has a Lindley distribution. 

𝑓0(𝑥;  𝜃) =  
𝜃2

𝜃 + 1
(1 + 𝑥)𝑒−𝜃𝑥,                        𝑥 > 0,    𝜃 > 0 

Lindley distribution was proposed by Lindley (1958) in the context of Bayesian statistics, as a counter example of fiducial statistics. The cumulative 

distribution function of the Lindley distribution is as: 

𝐹0(𝑥;  𝜃) = 1 −
1 + 𝜃 + 𝜃𝑥

1 + 𝜃
𝑒−𝜃𝑥 

The mean and variance of the distribution are: 

𝜇 = 𝐸(𝑥) =  
𝜃 + 2

𝜃(𝜃 + 1)
 

and 

𝜎2 = 𝑉𝑎𝑟 (𝑥) =  
𝜃2 + 4𝜃 + 2

𝜃2(𝜃 + 1)2
 

Ghitany et al (2008) conducted a detailed study about various properties of Lindley distribution including skewness, kurtosis, hazard rate function, mean 

residual life function, stochastic ordering, stress-strength reliability, among other things; estimation of its parameter and application to model waiting 

time data in a bank. 

In the literature of survival analysis and reliability theory, the exponential distribution is widely used as a model of lifetime data. However, the exponential 

distribution only provides a reasonable fit for modeling phenomenon with constant failure rates. Distributions like gamma, Weibull and lognormal have 

become suitable alternatives to the exponential distribution in many practical situations. Ghitany et al (2008) found that the Lindley distribution can be a 

better model than one based on the exponential distribution. 

The Lindley distribution belongs to an exponential family and it can be written as a mixture of an exponential with parameter 𝜃and a gamma distribution 

with parameters (2, 𝜃). 

𝑓0(𝑥;  𝜃) = 𝑝𝑓1(𝑥) + (1 − 𝑝)𝑓2(𝑥)                      𝑥 > 0 

where 𝑝 =  𝜃 (1 + 𝜃)⁄ , 𝑓1(𝑥) =  𝜃𝑒−𝜃𝑥 and 𝑓2(𝑥) =  𝜃2𝑥𝑒−𝜃𝑥. 

Shanker et al (2015) discussed a comparative study of Lindley and exponential distributions for modeling various lifetime data sets from biomedical 

science and engineering, and concluded that there are lifetime data where exponential distribution gives better fit than Lindley distribution and in majority 

of data sets Lindley distribution gives better fit than exponential distribution. 

For computing the suggested test statistic, it is needed to estimate the unknown parameter 𝜃. The maximum likelihood estimate (MLE) approach to 

estimate the unknown parameter is then applied. 

Suppose 𝑋1, 𝑋2, … , 𝑋𝑛 is a random sample from the Lindley distribution, the estimator for both maximum likelihood estimate (MLE) and method of 

moments of the parameter 𝜃 is: 

𝜃 =  
−(�̅� − 1) + √(�̅� − 1)2 + 8�̅�

2�̅�
,                          �̅� > 0 

Ghitany et al (2008) showed that the estimator 𝜃 of 𝜃 is positively biased. 𝐸(𝜃) − 𝜃 > 0, and it is consistent and asymptotically normal √𝑛(𝜃 − 𝜃)
𝑛
→ 𝑁(0,1/𝜎2)./ 

In complete sample case, Ghitany et al (2008) developed different distributional properties, reliability characteristics and some inferential procedures for 

the Lindley distribution. Krishna and Kumar (2011) discussed reliability estimation in Lindley distribution with progressively typeII right censored 

sample. Gupta and Singh (2013) gave parameter estimation of Lindley distribution with hybrid censored data. Also, Al-Mutairi et al (2013) studied 

inferences on stress-strength reliability for Lindley distribution with complete sample information. Kumar et al (2015) discussed estimation of stress-

strength reliability using progressively first failure censoring. These studies suggest that in many real-life situations Lindley distribution serves as a better 

lifetime model than the so far popular distributions like exponential, gamma, Rayleigh, Weibull etc. 
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2.2. The Proposed Goodness-of-Fit Test 

Assuming that 𝑋1, 𝑋2, … , 𝑋𝑛 is the sample from a distribution 𝐹, we wish to assess whether the unknown 𝐹(𝑥) can be satisfactorily approximated by a 

Lindley model 𝐹𝑜(𝑥). 

The Kullback-Leibler(KL) discrimination has been widely studied in the literature as a central index for measuring quantitative similarity between two 

probability distributions. The KL discrimination of 𝑓 from 𝑓𝑜 is defined by: 

𝐷(𝑓, 𝑓𝑜) =  ∫ 𝑓(𝑥) log
𝑓(𝑥)

𝑓𝑜(𝑥)
𝑑𝑥        (1) 

Note that 𝐷(𝑓, 𝑓𝑜) = 0 if and only if 𝑓(𝑥) = 𝑓𝑜(𝑥) with probability of 1. 

Recently, Alizadeh Noughabi (2019) proposed a new estimate of (1) and then constructed a test statistic for testing the validity of a model. His test statistic 

is: 

𝑇 =  −
1

𝑛
∑ 𝑙𝑜𝑔𝑛

𝑖=1 {
𝑛

2𝑚
(𝐹𝑜(𝑋(𝑖+𝑚); 𝜃) − 𝐹𝑜(𝑋(𝑖−𝑚); 𝜃))}     (2) 

where 𝐹𝑜 is the distribution function of 𝑓𝑜 , 𝑚 is a positive integer, 𝑚 ≤ 𝑛/2, and 𝑋(1) ≤  𝑋(2) ≤  … ≤  𝑋(𝑛) are the order statistics and 𝑋(𝑖) =  𝑋(1) 𝑖𝑓 𝑖 <

1, 𝑋(𝑖) =  𝑋(𝑛) 𝑖𝑓 𝑖 > 𝑛. Here, 𝜃 is a model parameter which is usually unknown, and 𝜃 is a reasonable equivariant estimate of 𝜃. 

Alizadeh Noughabi (2019) showed that the test statistic is non-negative just like the Kullback-Leibler divergence, i.e. 𝑇 ≥ 0, Also, the test based on 𝑇 is 

consistent. Then, he proposed tests for normal, exponential, Laplace and Weibull distributions and compared the power of these tests with the other 

existing tests and showed that his test has a good power against different alternatives. Moreover, Alizadeh Noughabi (2021) applied the above test statistic 

and proposed a new test for the logistic distribution. Here, we apply the Alizadeh Noughabi’s test statistic and introduce a goodness of fit test for the 

Lindley distribution. 

Suppose 𝑋1, 𝑋2, … , 𝑋𝑛 are a random sample from a continuous probability distribution 𝐹 with density 𝑓. We are interested to test the hypothesis: 

𝐻𝑜:  𝑓(𝑥) = 𝑓0(𝑥;  𝜃) =  
𝜃2

𝜃 + 1
(1 + 𝑥)𝑒−𝜃𝑥 ,                  𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝜃 ∈⊛ 

against the general alternative: 

𝐻𝑜:  𝑓(𝑥) ≠ 𝑓0(𝑥;  𝜃)                 𝑓𝑜𝑟 𝑎𝑛𝑦 𝜃 

where 𝜃 is specified or unspecified and ⊛=⊡∗. 

  

Based on the general statistic (2), the following test statistic for test of the Lindley distribution is proposed: 

𝑇 =  −
1

𝑛
∑ 𝑙𝑜𝑔𝑛

𝑖=1 {
𝑛

2𝑚
(𝐹𝑜(𝑋(𝑖+𝑚); 𝜃) − 𝐹𝑜(𝑋(𝑖−𝑚); 𝜃))},     (3) 

where 𝐹𝑜 is the Lindley distribution function 

𝐹0(𝑥;  𝜃) = 1 −
1+𝜃+𝜃𝑥

1+𝜃
𝑒−𝜃𝑥         (4) 

and 𝜃 is the maximum likelihood estimate (MLE) of the parameter 𝜃, that is: 

𝜃 =  
−(�̅�−1)+ √(�̅�−1)2+8�̅�

2�̅�
         (5) 

We reject the null hypothesis for large values of (3). According to Alizadeh Noughabi (2019), the test statistic is non-negative, that is 𝑇 ≥ 0, and also the 

test based on 𝑇 is consistent. 

3. Critical points and power comparison 

Because deriving the exact distribution of the test statistic is complicated, the critical values of the test statistic by Monte Carlo simulations are obtained. 

These values for different sample sizes are presented in Table 1. It should be mentioned that the empirical percentiles given in Table 1 provides an 

excellent type I error control.  

Table 1: Critical values of the proposed test statistic at level 5% 

n 

10 20 30 40 50 60 70 80 90 100 

0.6945 0.4440 0.3780 0.3321 0.3046 0.2959 0.2807 0.2699 0.2684 0.2606 

For power comparison purpose, we consider the popular and common tests which are used in practice and statistical software. The test statistics of these 

tests are briefly described as follows. For more details about these tests, see D’Agostino and Stephens(1986). 
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Let 𝑋(1) ≤  𝑋(2) ≤  … ≤  𝑋(𝑛) are the order statistics based on the random sample 𝑋1, 𝑋2, … , 𝑋𝑛. 

1. The Cramer-von Mises statistic (1931): 

𝑊2 =  
1

12𝑛
+ ∑ (

2𝑖 − 1

2𝑛
−  𝐹𝑜(𝑋(𝑖); 𝜃))

2𝑛

𝑖=1

 

2. The Watson statistic (1961): 

𝑈2 =  𝑊2 − 𝑛(�̅� − 0.5)2 

where �̅� is the mean of 𝐹𝑜(𝑋(𝑖); 𝜃), 𝑖 = 1,2, … , 𝑛 

3. The Kolmogorov-Smirnov statistic (1933): 

𝐷 = max (𝐷+, 𝐷−) 

where 𝐷+ =  
𝑚𝑎𝑥

1 ≤ 𝑖 ≤ 𝑛
{

𝑖

𝑛
− 𝐹𝑜(𝑋(𝑖); 𝜃)}, 𝐷− =  

𝑚𝑎𝑥
1 ≤ 𝑖 ≤ 𝑛

{𝐹𝑜(𝑋(𝑖); 𝜃) −
𝑖−1

𝑛
} 

4. The Kuiper statistic (1960): 

𝑉 = 𝐷+ + 𝐷− 

5. The Anderson-Darling statistic (1952): 

𝐴2 =  −𝑛 −
1

𝑛
∑(2𝑖 − 1)

𝑛

𝑖=1

{log 𝐹𝑜(𝑋(𝑖); 𝜃) + log[1 − 𝐹𝑜(𝑋(𝑛−𝑖+1);  𝜃)]} 

In the above test statistics, 𝐹𝑜(𝑥) is the cumulative distribution function of the Lindley distribution and 𝜃 is the maximum likelihood estimate of the 

parameter , which are presented in equations (4) and (5), respectively. It is obvious that for large values of the above test statistics the null hypothesis 

𝐻𝑜 will be rejected. 

Table 2: Empirical powers of the test against IFR alternatives at significance level5% 

Alternative n 𝑊2 𝐷 𝑉 𝑈2 𝐴2 𝑇 

W (1.4) 10 0.1303 0.1174 0.1104 0.1170 0.0894 0.1882 

 
20 0.2258 0.1966 0.1761 0.1884 0.1917 0.3261 

 
30 0.3237 0.2691 0.2330 0.2635 0.2967 0.4687 

 
50 0.5098 0.4231 0.3736 0.4167 0.5036 0.6651 

Γ (2) 10 0.1175 0.1028 0.1101 0.1188 0.0810 0.1987 

 
20 0.2011 0.1754 0.1772 0.1935 0.1800 0.3590 

 
30 0.2879 0.2412 0.2369 0.2687 0.2827 0.5195 

 
50 0.4745 0.4014 0.3875 0.4408 0.5104 0.7378 

HN 10 0.0952 0.0887 0.0944 0.0875 0.0678 0.1187 

 
20 0.1364 0.1234 0.1084 0.1149 0.1076 0.1745 

 
30 0.1835 0.1552 0.1340 0.1446 0.1492 0.2360 

 
50 0.2839 0.2321 0.1960 0.2136 0.2445 0.3486 

U 10 0.3386 0.2647 0.3088 0.2957 0.2615 0.3944 

 
20 0.6318 0.4888 0.6071 0.5477 0.5793 0.7617 

 
30 0.8309 0.6764 0.8143 0.7416 0.8056 0.9273 

 
50 0.9756 0.9000 0.9777 0.9417 0.9756 0.9969 

CH (1) 10 0.0937 0.0868 0.0772 0.0789 0.0673 0.1093 

 
20 0.1364 0.1220 0.0998 0.1061 0.1074 0.1604 

 
30 0.1826 0.1557 0.1230 0.1332 0.1477 0.2205 
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50 0.2796 0.2301 0.1810 0.1933 0.2379 0.3316 

CH (1.5) 10 0.4268 0.3505 0.3359 0.3553 0.3348 0.4992 

 
20 0.7600 0.6343 0.6239 0.6480 0.7160 0.8351 

 
30 0.9200 0.8205 0.8176 0.8370 0.9071 0.9622 

 
50 0.9943 0.9684 0.9736 0.9763 0.9943 0.9985 

LF (2) 10 0.1386 0.1235 0.1113 0.1187 0.0972 0.1699 

 
20 0.2282 0.1943 0.1706 0.1802 0.1851 0.2706 

 
30 0.3292 0.2723 0.2327 0.2527 0.2828 0.3855 

 
50 0.5133 0.4204 0.3663 0.3955 0.4662 0.5687 

LF (4) 10 0.2056 0.1790 0.1594 0.1700 0.1469 0.2437 

 
20 0.3777 0.3160 0.2752 0.2980 0.3192 0.4164 

 
30 0.5308 0.4386 0.3864 0.4204 0.4758 0.5783 

 
50 0.7680 0.6595 0.6067 0.6401 0.7313 0.7976 

EV (0.5) 10 0.0923 0.0861 0.0749 0.0782 0.0670 0.1113 

 
20 0.1384 0.1221 0.1020 0.1074 0.1068 0.1607 

 
30 0.1833 0.1557 0.1242 0.1345 0.1467 0.2210 

 
50 0.2779 0.2262 0.1803 0.1933 0.2378 0.3273 

EV (1.5) 10 0.0923 0.0861 0.0749 0.0782 0.0670 0.2200 

 
20 0.1384 0.1221 0.1020 0.1074 0.1068 0.3937 

 
30 0.1833 0.1557 0.1242 0.1345 0.1467 0.5611 

 
50 0.2779 0.2262 0.1803 0.1933 0.2378 0.8023 

 

Table 3: Empirical powers of the test against UFR, DFR and BFR alternatives at 5% 

Alternative n 𝑊2 𝐷 𝑉 𝑈2 𝐴2 𝑇 

LN (0.8) 10 0.1413 0.1302 0.1279 0.1403 0.1068 0.2004 

 
20 0.2221 0.1968 0.2204 0.2448 0.2110 0.4034 

 
30 0.3180 0.2720 0.3268 0.3652 0.3440 0.6224 

 
50 0.5147 0.4436 0.5541 0.6054 0.6131 0.8784 

LN (1.5) 10 0.5140 0.4823 0.3849 0.4001 0.5544 0.0643 

 
20 0.8027 0.7664 0.6690 0.6869 0.8197 0.2057 

 
30 0.9257 0.9020 0.8342 0.8489 0.9306 0.3079 

 
50 0.9900 0.9842 0.9642 0.9697 0.9905 0.5571 

DL (1) 10 0.0877 0.0813 0.0809 0.0862 0.0629 0.1228 

 
20 0.1185 0.1064 0.1139 0.1236 0.1041 0.1941 

 
30 0.1486 0.1274 0.1445 0.1619 0.1445 0.2826 

 
50 0.2123 0.1771 0.2245 0.2533 0.2394 0.4268 

DL (1.5) 10 0.1999 0.1735 0.1751 0.1937 0.1462 0.3207 

 
20 0.3844 0.3271 0.3228 0.3634 0.3601 0.5843 
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30 0.5568 0.4783 0.4598 0.5241 0.5677 0.7873 

 
50 0.8123 0.7363 0.7129 0.7832 0.8509 0.9473 

W (0.8) 10 0.1960 0.1750 0.1288 0.1366 0.2748 0.0077 

 
20 0.3570 0.3095 0.2295 0.2438 0.4417 0.0040 

 
30 0.4933 0.4319 0.3201 0.3476 0.5752 0.0024 

 
50 0.7062 0.6330 0.5093 0.5395 0.7720 0.0022 

Γ (0.4) 10 0.5137 0.4712 0.3701 0.3914 0.7163 0.0106 

 
20 0.8109 0.7663 0.6579 0.6850 0.9222 0.0374 

 
30 0.9354 0.9074 0.8310 0.8551 0.9810 0.0427 

 
50 0.9943 0.9894 0.9697 0.9762 0.9990 0.1099 

CH (0.5) 10 0.3912 0.3546 0.2711 0.2860 0.5728 0.0051 

 
20 0.6670 0.6127 0.4979 0.5281 0.8141 0.0105 

 
30 0.8331 0.7839 0.6733 0.7102 0.9251 0.0096 

 
50 0.9669 0.9464 0.8924 0.9137 0.9903 0.0234 

 

Table 4: Powerful tests against different alternatives 

IFR UFR DFR-BFR 

𝑇 𝑇 and 𝐴2 𝐴2 

By Monte Carlo simulations, power of the tests against various alternatives is evaluated. The following alternatives are considered in power comparison: 

• the Weibull distribution with density 𝜃𝑥𝑛−1 exp(−𝑥𝜃), denoted by 𝑊(𝜃) 

• the gamma distribution with density Γ(𝜃)−1𝑥𝜃−1 exp(−𝑥), denoted by Γ(𝜃) 

• the lognormal distribution 𝐿𝑁(𝜃) with density (𝜃𝑥)−1(2𝜋)−1 2⁄ exp(−(log 𝑥)2/(2𝜃2)) 

• the half-normal distribution 𝐻𝑁 with density Γ(2

𝜋
)

1/2
exp(− 𝑥2 2⁄ ) 

• the uniform distribution 𝑈 with density 1, 0 ≤ 𝑥 ≤ 1 

• the modified extreme value 𝐸𝑉 (𝜃) with density 1 − exp(𝜃−1(1 − 𝑒𝑥)) 

• the linear increasing failure rate law 𝐿𝐹 (𝜃) with density (1 + 𝜃𝑥) exp (−𝑥 −
𝜃𝑥2

2
) 

• Dhillon’s (1981) distribution 𝐷𝐿 (𝜃) with density 1 − exp(−(log(𝑥 + 1))𝜃+1) 

• Chen’s (2000) distribution 𝐶𝐻 (𝜃) with density 1 − exp (2(1 − 𝑒𝑥𝑛
)) 

These alternatives include densities 𝑓 with decreasing failure rates (DFR), increasing failure rates (IFR) as well as models with unimodal failure rate 

(UFR) functions and bathtub failure rate (BFR) functions. 

To assess the power values of the tests, we generate 100,000 random samples from the alternative hypothesis for different choices of sample sizes and 

then the test statistics are calculated. Then power of the corresponding test is computed by the frequency of the event ‘‘the statistic is in the critical 

region’’. Tables 2 and 3 display and compares the power values of the tests for sample sizes 𝑛 = 10, 20, 30, 50 at the significance level 𝛼 = 0.05. 

Tables 2 reveals a superiority of the proposed test based on 𝑇 statistic to all competing tests as we can say that this test outperforms all other tests against 

IFR alternatives. The power differences between the proposed test and the other tests are substantial. 

Based on the power values in Table 3, it is seen that the proposed test based on 𝑇 statistic has the most power against UFR alternatives and just for the 

𝐿𝑁 (1.5) alternative, the test 𝐴2 has the most power. The power differences between these tests and the other tests are substantial. From Table 3, it is 

evident that the test based on 𝐴2statistic has the most power against DFR and BFR alternatives and power differences between this test and the other tests 

are substantial. 
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Although there is no uniformly most powerful test against all alternatives, the tests based on 𝑇 and 𝐴2statistics can be recommended in practice. In 

general, we can conclude that the proposed test 𝑇 and also the Anderson-Darling test 𝐴2 have a good performance and therefore can be used in practice. 

Finally, we summarized the results in Table 4. This table presents the best test in terms of power against different alternatives. 

4. Illustration with real data 

We illustrate, by two real examples, how the proposed test can be applied to test the goodness-of-fit for the Lindley distribution when a random sample 

is available. 

Example 1: We use the data set of waiting times (in minutes) before service of 100 bank customers. The waiting times (in minutes) are as follows: 

0.8, 0.8, 1.3, 1.5, 1.8, 1.9, 1.9, 2.1, 2.6, 2.7, 2.9, 3.1, 3.2, 3.3, 3.5, 3.6, 4.0, 4.1, 4.2, 4.2, 4.3, 4.3, 4.4, 4.4, 4.6, 4.7, 4.7, 4.8, 4.9, 4.9, 5.0, 5.3, 5.5, 5.7, 5.7, 

6.1, 6.2, 6.2, 6.2, 6.3, 6.7, 6.9, 7.1, 7.1, 7.1, 7.1, 7.4, 7.6, 7.7, 8.0, 8.2, 8.6, 8.6, 8.6, 8.8, 8.8, 8.9, 8.9, 9.5, 9.6, 9.7, 9.8, 10.7, 10.9, 11.0, 11.0, 11.1, 11.2, 

11.2, 11.5, 11.9, 12.4, 12.5, 12.9, 13.0, 13.1, 13.3, 13.6, 13.7, 13.9, 14.1, 15.4, 15.4, 17.3, 17.3, 18.1, 18.2, 18.4, 18.9, 19.0, 19.9, 20.6, 21.3, 21.4, 21.9, 

23.0, 27.0, 31.6,33.1, 38.5. 

Krishna and Kumar (2011) considered four reliability models, namely exponential, Lindley, gamma, and lognormal. According to Bayesian information 

criterion (BIC), they found that the Lindley model is the best fit for these data. Thus, Lindley distribution is fitting the above data quite satisfactorily. The 

main advantage of using Lindley distribution over gamma and lognormal distributions is that it involves only one parameter. Hence, maximum likelihood 

and other inferential procedures become simple to deal with, especially from computational point of view. 

Here, we apply the proposed procedure to this data set. First, the ML estimator of 𝜃 is computed as: 𝜃 = 0.1866. Then, the value of test statistic is 

computed and also the critical value of the test at the significance level 0.05 is obtained from Table 1. Moreover, the values of competing test statistics 

are computed. Results are summarized in Table 5. 

Table 5: The value of the test statistics and critical values at 5% 

Test Value of the test statistic Critical value Decision 

𝑊2 0.0583 0.2032 Not reject 𝐻𝑜 

𝐷 0.0677 0.1042 Not reject 𝐻𝑜 

𝑉 0.1094 0.1624 Not reject 𝐻𝑜 

𝑈2 0.0551 0.1573 Not reject 𝐻𝑜 

𝐴2 0.4863 1.242 Not reject 𝐻𝑜 

𝑇 0.2546 0.2606 Not reject 𝐻𝑜 

 

Because the value of each test statistic is smaller than the corresponding critical value, the Lindley hypothesis is accepted for these data at the significance 

level of 0.05. Therefore, we can conclude that the underlying distribution of these data is a Lindley distribution. 

Example 2: The following data are 15 electronic components in an accelerated life test: 1.4, 5.1, 6.3, 10.8, 12.1, 18.5, 19.7, 22.2, 23.0, 30.6, 37.3, 46.3, 

53.9, 59.8, and 66.2. 

The proposed test can be used to investigate whether the data come from a Lindley distribution. The values of the proposed test statistic and also other 

test statistics are as: 

𝑊2 = 0.0375, 𝐷 = 0.1103, 𝑉 = 0.2184, 𝑈2 = 0.0371, 𝐴2 = 0.3187, 𝑇 = 0.2523 

and at 5% significance level, the critical values of the tests are 0.2006, 0.2596, 0.4038, 0.1561, 1.2158, 3.6671, 14.535 and 0.5443, respectively. Therefore, 

the tests accept the null hypothesis that the electronic components follow a Lindley model at significance level of 0.05. 

5. Conclusions 

In this paper, a powerful goodness-of-fit test for the Lindley distribution has been proposed and it has shown that the suggested test has a good 

performance. Through Monte Carlo simulations, an extensive power study on the suggested test was carried out with the competing tests. It is shown that 

the new test outperforms in most cases all other tests. Finally, two real data sets were used and have illustrated how the proposed test can be applied to 

test the goodness-of-fit for the Lindley distribution when a random sample is available. 
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