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ABSTRACT : 

One of the most worrying things in a world that is changing all the time is phishing. Cybercrime, a new method of data theft, has emerged as a result of increased 

Internet usage. Cybercrime is the term for using computers to steal personal data and violate privacy. Phishing is the main method that is employed. One of the 

most popular forms of phishing involves the use of URLs (Uniform Resource Locators), and its main objective is to steal user data when the victim visits a malicious 

website. Finding a malicious URL is a difficult task. Through the use of machine learning algorithms that concentrate on the characteristics and behaviors of the 

recommended URL, this work seeks to give a method for identifying such websites. To identify harmful websites, the online security community has developed 

blacklisting services. These blacklists are produced using a range of techniques, including heuristics for site inspection and manual reporting. Many harmful websites 

unintentionally avoid blacklisting because of their recentness, lack of evaluation, or inaccurate evaluation. Algorithms like Support Vector Machine (SVM), Random 

Forests, Decision Trees, Light GBM, Logistic Regression, and Logistic Regression are used to build a machine learning model that determines whether a URL is 

malicious or not. The first stage is to extract features; the second is to apply the model. 
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1. Introduction: 

One of the most common forms of social engineering assaults is phishing, in which perpetrators fabricate a website in order to trick visitors and steal 

their passwords or other private information pertaining to a particular website or online service (Mohammad et al., 2015b). Phishing can happen via a 

variety of attack methods, such as instant chatting, emails, Short Message Service (SMS), and many more. Furthermore, one of the most significant 

vectors is the web page (Chiew, Yong et al., 2018, Gupta et al., 2018). In this scenario, attackers mimic a well-known company's website in order to gain 

user information, typically through a sign-up form or login. We are able to identify websites as the ultimate destination of phishing attempts because a 

Uniform Resource Locator (URL) that points to a website is present in many of these attack routes. In the most recent quarter, the Anti-Phishing Working 

Group (APWG) discovered up to 611,877 distinct phishing websites. According to the Anti-Phishing Working Group (2021) financial institutions 

accounted for the majority of those attacks (24.9%), with social media (23.6%), SAAS (Software As A Service) and webmail services (19.6%), and 

payment platforms (8.5%) following closely behind. Phishing efforts have a visible effect since the disclosed private data results in financial losses that 

harm both consumers and corporations, with millions of dollars at stake (Jain and Gupta, 2017, Shaikh et al., 2016). Corporations have an economic loss 

of over a million dollars (Bose & Leung, 2014). 

In the most recent quarter, the Anti-Phishing Working Group (APWG) discovered up to 611,877 distinct phishing websites. According to the Anti-

Phishing Working Group (2021) financial institutions accounted for the majority of those attacks (24.9%), with social media (23.6%), SAAS (Software 

As A Service) and webmail services (19.6%), and payment platforms (8.5%) following closely behind. Phishing efforts have a visible effect since the 

disclosed private data results in financial losses that harm both consumers and corporations, with millions of dollars at stake (Jain and Gupta, 2017, 

Shaikh et al., 2016). Corporations have an economic loss of over a million dollars (Bose & Leung, 2014). 
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Figure1 : Phishing Website not yet Registreed 

Previous studies (Adebowale et al., 2019, Sadique et al., 2020, Xiang et al., 2011) have also included features like the website ranking on Google Browsing 

Index or the domain registry age by utilizing third-party resources like Google or WHOIS. There are, however, at least four issues with these 

implementations. First, the real-time application is limited by their dependency on resources that may be unavailable or have a delayed reaction time. 

Second, some characteristics are flawed for a subset of websites. For example, the domain age function could inaccurately identify websites that are valid 

but have a limited lifespan. The lack of an updated, representative dataset for researchers to compare their findings with is one of the most pertinent 

concerns regarding the state-of-the-art methods for phishing detection. In order to compare phishing detection systems, it is necessary to use the same 

dataset and other approaches; otherwise, comparisons are subjective and may yield false results. A work that uses URL features typically presents a URL 

dataset; similarly, the majority of studies offered customized datasets to fit their methodology. 

One of the most pertinent issues with the most recent methods for phishing detection is the lack of a representative, up-to-date standard dataset that would 

allow researchers to compare their findings. In order to compare phishing detection systems, it is necessary to use the same dataset and other approaches; 

otherwise, comparisons are subjective and may yield false results. A work that uses URL features typically presents a URL dataset; similarly, the majority 

of studies offered customized datasets to fit their methodology. The complexity of current works makes the first of these premises a laborious endeavor. 

The second one suggests employing the same strategy (URL, HTML, graphics, or particular data), as a dataset created just with URLs cannot be used in 

a work utilizing HTML code. We introduce and make publicly available4 PILWD-134K (Phishing Index Login Websites Dataset) in this work to address 

the shortcomings of published datasets and the dearth of offline datasets with raw data. 134,000 verified samples were gathered between August and 

September to make up this dataset. URLs, HTML code, screenshots, a copy of the website files, web technologies analysis, and additional metadata 

pertaining to the phishing reports are among the six categories of raw resources covered by PILWD-134K.5. This new dataset, which was not available 

prior to its compilation, can be used as a standard corpus for analyzing the results utilizing various phishing detection approaches across the same domains 

as well as a sizable sample of real-life websites. 

The format of this document is as follows. A overview of relevant literature and works is presented in Section 2. The dataset, together with its features, 

structure, and quality filters, are introduced in Section 3. The technique, suggested features, and measurements are described in Section 4. The experiments 

and the outcomes are presented in Section 5. In Section 6, the conclusion, limitations, and future directions are discussed. 

2. Related Works 

  Zhang et al. (2007) developed CANTINA, a phishing detection system that pulls five signature terms from a website and feeds them into the Google 

Search engine using the TF-IDF (Term Frequency - Inverse Document Frequency) technique. A website was deemed legitimate if its domain name 

appeared in the top 30 results after analysis. Later on, Xiang et al. (2011) introduced CANTINA, an improved version that included two filters and 

features (PageRank, copyright, and WHOIS) pertaining to URLs, HTML, and the web. Using a Bayesian network on an 8000 sample dataset, the 

suggested approach obtained 92%. Two sets of features were implemented by Moghimi and Varjani (2016). The first set comprised nine heritage features 

from earlier phishing detection works, and they had to do with the URL and detecting a set of keywords within the route, the URL query, and the domain 

name. Typosquatting features between the URL and the source of the elements loaded in the website (CSS, JavaScript, pictures, and links), as well as the 
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protocol used to load those resources, were added in the second set of eight proposed improvements. They combined the two feature sets and using a 

dataset of 1707 e-banking phishing attempts, they obtained a 98.65% accuracy rate. 

In 2017, Rao and Pais introduced FeedPhish, a program designed to identify phishing attempts based on the way a phony credential submission is handled. 

The authors developed three modules using Selenium WebDriver to mimic user interaction on the login form. The HeuristicsCheck module examines the 

content of the response after the FeedFakeCredentials module introduces a random account and credential and the LoginCheck module first confirms 

whether the website has a login form. In the end, TargetDomainCheck uses the anchor links to determine the domain's identification. The suggested 

heuristics achieved 96.38% accuracy on a dataset of 2342 samples, according to the results. Rao and Pais (Rao & Pais, 2019a) presented 16 heritage and 

innovative characteristics in later investigations, which were categorized into three sets: hyperlink-based, third-party-based, and URL obfuscation. 

Li et al. (2019) combined the GBDT, XGBoost, and lightGBM models with 20 features taken from the URL and HTML code to propose a stacking 

model. Furthermore, they suggested new capabilities including the ability to detect brands, maintain consistency in the URL domain and title, and extract 

a string embedding from HTML using Word2Vec. Using a dataset of 50,000 samples, the initial implementation, which had 20 features, achieved 97.11% 

accuracy. Additionally, they used a tiny CNN (Convolutional Neural Network) to investigate visual aspects using website screenshots, increasing the 

accuracy of their model to 98.60%. 

Three sets of features were used by Adebowale et al. (2019) to propose an ANFIS (Adaptative Neuro-Fuzzy Inference System): (i) properties from 

website images; (ii) frame features, which identify website behavior such as pop-up windows, redirections, and disabled right-click among other things; 

(iii) and a text subset primarily related to the URL and third-party services like Google Page Rank and WHOIS. Together with a self-collected image 

dataset, they achieved a 98.30% accuracy on the frame and text sets of the Mohammad et al. (2015a) dataset. Three different kinds of features were 

presented with an Extreme Learning Machine (ELM) model by Yang et al. (2021): (i) Surface features make use of the URL's data. They specifically 

made use of handmade URLs, Domain Name System (DNS) features pertaining to the target domain's registration date and DNS records, and (ii) 

topological features pertaining to the website's structure. Eventually, the text, image, and general similarity were used to extract deep features (iii). On a 

dataset of 60,000 samples, they achieved 97.5% accuracy by combining these features with the ELM classifier. 

A methodology for real-time phishing detection employing four sets of URL features was provided by Sadique et al. (2020): (i) Lexical features, which 

count the characters, dots, and symbols that appear in various sections of the URL; (ii) Host-based features, which pertain to the server and IP address 

where the website is housed; (iii) WHOIS features, which count the days that pass between the registration date and the expiration date; and (iv) GeoIP-

based features, such as the Autonomous System Number (ASN), the nation, or the city in which the website is housed. Using 98,000 samples from 

Phishtank—where valid samples are also selected from false positives gathered at PhishTank—a total of 142 distinct attributes were assessed. Using the 

suggested method, they achieved a 90.51% accuracy on an RF classifier. 

Dataset Description 

This section explains how the Phishing Index Login Websites Dataset (PILWD) was created using more than 134,000 confirmed samples that were 

gathered between August and September. It contains unprocessed data from both trustworthy and fraudulent websites, enabling researchers to identify 

patterns and create phishing detection tools. It includes many different types of raw data, such as URLs, source code, screenshots, analyses of various 

technologies, and an offline version of the website. Every sample also has additional metadata, such as filters, the time of remembrance, and, in the event 

of a phishing class, PhishTank information. A web crawler was created using Python 3 and Selenium WebDriver to visit both the reported phishing URLs 

and the genuine domains in order to gather the samples.   

Modern papers typically gather reputable webpages from a variety of sources. They select the most popular domains from numerous sources, including 

Alexa Topsites, DMOZ, and more. The Majestic Million9 and Quantcast Top Sites8 served as our crawler's sources. The domains with the greatest 

referring subnets are supplied by these providers. Since there aren't enough websites pointing to phishing websites, we may thus assume that it is difficult 

for them to get listed in these lists. We created a list of 150,000 domains sorted by visitor count from the first source, and we appended Majestic's top 

million domains to it. Once the two lists were combined, we eliminated the duplicate domains.Present-day phishing detection systems (Aljofey et al., 

2020, Li et al., 2019, Rao et al., 2020) input their algorithms with phishing samples (Fig. 2(c)) and authentic homepages (Fig. 2(a)) without further probing 

the domain. However, most homepages lack login forms, and phishing assaults concentrate on stealing credentials. Therefore, we chose to gather the 

real-case scenario (Sanchez-Paniagua et al., 2022) where the user is unsure if a login page (Fig. 2(b)) is authentic or phishing (Fig. 2(c)), rather than only 

the official homepage. The similarities between the authentic login page and the phishing one are illustrated in Fig. 2, particularly with regard to the URL 

and the output HTML structure. Regarding the legal. 

By leveraging user votes to validate reported URLs, Phishtank increases the likelihood that the samples are authentic phishing attempts. We get hourly 

JSON reports while the samples were being gathered. In addition, we asked the API to confirm the samples that were gathered and to extract other data 

from the JSON report, such as the IP address, the impacted brand, the server location, and the network that made the announcement. We did not interact 

with the website in order to locate the login form or remove the cookies banner, in contrast to the lawful dataset gathering. We simply gathered the 

reported land page as a result. Since the great majority of samples on Phishtank were offline websites or forums for downloading malware, they were 

excluded and not collected. Additionally, samples that were flagged as spam or prohibited from voting were not included in the collection. 
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Figure 2: Legitimate Homepage 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Legitimate Login Page 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 :Phishing Login Page 
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Table 1 :Phishing Webpages 

3. Conclusion  

In addressing the issue of phishing detection, this study makes the following contributions to the field: First, we describe a new phishing detection 

paradigm using PILWD, a high-quality offline dataset that primarily consists of authentic samples from login sites. Second, a new set of features built on 

website technologies increased the detection system's robustness and improved the accuracy of detection. Third, in addition to the other cutting-edge 

features, we suggested adding more unique ones that were centered on the URL and HTML. Ultimately, the right mix of the assessed variables for 

characterizing webpages and the chosen LightGBM classifier creates a novel approach that enables phishing detection with a competitive 97.94% 

accuracy in extremely realistic circumstances. 

In order to help researchers assess their recommendations in this sector, PILWD, a vast and updated dataset of phishing websites, is offered. It contains 

up to 324,000 total samples and 134,000 validated samples. It is a more thorough benchmark for evaluating different strategies, giving researchers a 

simple way to assess their work and conclusions against the same dataset. The gathered samples' URL, HTML, screenshots, technology analysis, files, 

and other metadata are all included in the information. The availability of this data will also spare academics from having to spend time gathering data. 

Our discoveries led us to develop a new paradigm for phishing identification since we believe that a large number of authentic login pages should be 

present in the datasets used to test any proposed solutions. Since the main goal of phishing websites is to obtain user information through sign-up or login 

forms, we came to the conclusion that they must be included in the legitimate class of any phishing dataset. As a result, 40.80 login forms belong to the 

phishing class and 61.93% belong to the genuine class in our dataset. This method is easily adaptable to real-world applications, such as alerting users 

before requiring their login credentials on a website. 

There are drawbacks to our method. Isolated false positives or negatives may occur because of the dataset's large sample size. We therefore put into 

practice the filters discussed in this paper, which are able to detect the majority of compromised cases. Furthermore, we are unable to ensure that every 

phishing sample has been correctly verified because the verification procedure is totally reliant on PhishTank users and services. Another drawback would 

be that we suggested a number of novel hybrid characteristics for website identification that make use of copyright, title, and domain name. Even in cases 

where no brand list was used, this strategy can nevertheless have an impact on websites that are unsupported by firms or trademarks. 
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