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ABSTRACT—  

In the modern software development world, natural language processing, or NLP, is an important and useful field of research. It is essential to solving problems 

and has been used by researchers to evaluate and examine problems. Constraints are a key component of natural language processing (NLP), as they are already 

used in natural language creation to handle issues with ambiguity and generation. OWL syntax is hard, it takes effort to define constraints in OWL, and 

understanding the domain is also required—especially for inexperienced users. The proposed methods are intended to promote business by improving the online 

application process by using natural language constraints. Simple NL limitations on the proposed model are analyzed by NLP techniques. After that, OWL is 

created via RDF and RDFS. Instead, the design process creates NL constraints profusely and efficiently by utilizing OWL, where building constraints can be 

challenging and explain many subtle elements of online applications. 

 
Keywords: Web services (WS), natural language generation (NLG), web ontology language (OWL), natural language processing (NLP), and limitations 

on natural language. 

INTRODUCTION 

Semantical webs are the kind of websites that convey the connections between web pages and online data. It also gives us machine-understandable 

metadata information that is accurate. Natural Language Processing is regarded as very important area of AI. Semantic metadata development, 

information extraction, and ontology learning have all been facilitated by the application of NLP to the semantic web. Semantic webs employ ontology 

to specify vocabulary-based relationships between different data items. Because of the intricate design of the Semantic Web, natural language is used to 

extract information. NLP and the semantic web are connected, and both are machine-understandable. NLP offers semantic web security. Natural 

language processing (NLP) is a branch of linguistics that uses computer technology to represent human speech. Natural Language Processing (NLP) 

facilitates several Semantic Web tasks, including ontology building, ontology query, ontology mapping and retrieval from semantic data stores. People 

utilize semantic web services, and natural language processing (NLP) works better on the semantic web to get data for impactful responses. In a system 

or organization, constraints are crucial because they establish boundaries and offer numerous advancements. 

Although natural languages processing are simple to comprehend, they require sophisticated processing to make them less complicated. Natural 

Processing language Constraints are being applied. Constraints are highly effective for a web service-based system [1]. Natural language constraints 

can also used to know the links between word and sentences in natural languages through the use of a statistical method. Statistical machine translation 

(SMT) is used to assess the applications' constraints. Service latency is decreased and timely delivery of web services is guaranteed when web services 

are composed utilizing Web Service Composition Qualities of Service (QoS4WSC) [2]. To describe and verify the validity of message flows in 

distributed web services, a technique [3] is used. The Agent- based Web Services Middleware (AWEM) architecture was created to give clients 

effective and dynamic web service outcomes. [4].Writing web service limitations in an understandable manner promotes comprehension and helps with 

growth. Limitations generated by users in natural language may be advantageous, and these limitations can be used to deliver trustworthy online 

services. Web service limitations solve many of the technical issues that organizations encounter, such handling payments, processing transactions, 

charging, tracking, and removing inconsistencies. They also provide customers with a large number of practical uses. The need to provide dependable 

and safe online services is driving the development of a system that can automatically translate English constraints into OWL. This system may provide 

consistency, improve comprehension,       and       cut       down       on        time. The remaining structure of the paper is organized as follows: Section II 

delineates the problem, whereas Section III offers the resolution and the methods used. Section V contains some related concepts, Section VI displays 

the finished product, and Section IV displays the model's evaluation result. 

IDENTIFY PROBLEM 

Despite being extensively utilized in semantic software systems, OWL does have several composite issues. For instance, because OWL constraints 

behave differently from database constraints, creating constraints in OWL might be challenging. Class scope and cardinality 
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and domain are the owl's fundamental problems. OWL takes a long time to manually build, and only specialists can completely understand its complex 

syntax. As such, defining constraints in OWL is extremely hard, and understanding OWL syntax and writing constraints is hard for users. The 

effectiveness, security, and content of web services constituted the second issue that our planned research attempted to solve. The researchers construct 

web services composition using the services' ontology. The following techniques are used to create interfaces:: 

 
Automatic composition approach matching with human-assisted composition [5]. Validation and security issues with web services still exist, 

nevertheless. Concerns about security and authenticity in the web service composition are the focus of the planned study. Web services are subjected to 

natural language limitations to provide dependable, secure, and effective services. The research's proposed paradigm creates safe and transparent online 

services while addressing the aforementioned issues. 

METHODOLOGY 

Natural language limitations can be utilized in web services since they clear up ambiguity and are simple to grasp. NL limitations were employed in 

purposeful research to create successful online services. Constraints are written in English and transferred to OWL syntax using a process. 

comprehensive semantic analysis of NL limitations and their mapping; automatically translate natural language constraints into OWL syntax. The 

intended method is created in two stages: first, the NL text is analyzed, and then the NL constraints are fed to the system, which then automatically 

converts them into OWL. The system that has been created generates Natural Language restrictions for web operation using NL text, words, and 

phrases. The essential module that analyses the given text or words in natural language is called natural language processing. These modules make up 

the system. Tokenization, POS Tagging, Morphological Analysis, NL Constraints, Parse Tree Generation, Concept and Relation extraction, RDF, RDFS, 

and OWL generation. 
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 Natural Language Constraints Constraints are used to indicate contextual dependencies and categorize them. Language ambiguity is handled 

via natural language restrictions, which we apply in this study since they are simple to comprehend and translate to OWL. This module 

examines and evaluates NL restrictions. 

 Tokenization Words A crucial component of natural language processing is tokenization. Text is divided into discrete, meaningful pieces 

during tokenization, which are referred to as tokens. These tokens come in a variety of forms, including text, words, symbols, mathematical 

numbers, and punctuation. This is accomplished through tokenization and the description of word boundary boundaries, which are the ends 

of words or the beginnings of subsequent words. Word segmentation is another name for tokenization. In step 1, as illustrated in fig. 2, the 

system will create icons based on the input provided for tokenization. 

 

English 

Customer can place more than 1 order. 

Tagging: [Customer/NN] [can/MD] [place/VB] [more/JJR] 

[than/IN] [1/CD] [order/NN] [./.] 

Parse Tree: 

 
(ROOT 

(S 

(NP (NN Customer)) 

(VP (MD can) 

(VP (VB place) 

(NP 

(QP (JJR more) (IN than) (CD 1)) 

(NN order)))) 

(. .))) 

 

Morphological.Morphological analysis explains how to distinguish and create grammatical forms of words that arise through inflection, offering a 

foundational knowledge of natural language. For morphology, two classes are utilized: derivation and inflection. 

Parse Tree Generation 

A string syntactic structure represented by an ordered, rooted parse tree or derivation tree, according to certain context-free grammars. The creation of a 

parse tree, which is crucial to NLP, happens while processing NL or other programming languages. In order to build parse trees, relations are used, 

either in terms of the dependency relation of dependency grammars or the constituency relation of constituency grammars. The accompanying Fig. 

displays a tokenization, parse tree, and pos-tagging Figure 2. 

 
Extraction concepts 

The most impactful and adaptable technology available for identifying major concepts and patterns uses syntactic analysis to recognize verb, adjectival, 

and noun phrases in addition to other phrase types, depending on the demands of the user. This module reads material that was included in earlier 

modules and is made up of words and the POS tags that go with them. Numerous algorithms are employed in the process of concept extraction. The 

preceding words notice and further separated 

 
-able when attached to a verb gives an adjective read and its Uniform Resource Identifier 

(URI) is conjunction, adjectives and 

some grammatical function like case, number, gender and tense etc. Derivation is results in a word of a different class for example 

(V) + -able = readable (Adj) 

 
POS tagging 

Grammar tagging, also known as part of speech tagging (POS), is the process of converting a word to its associated part of speech and describing the 

link between the related terms. A portion of speech, semantic information, and other pertinent data are indicated by the tag. Possible parts of speech in 

the English language include verb, noun, pronoun, adverb, preposition, 
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Typed Dependency: 

nsubj(place-3, Customer1) aux(place- 

3, can-2) root(ROOT-0, place-3) mwe(than-5, more-4) 

quantmod(1-6, than-5) num(order-7, 1-6) dobj(place-3, 

order-7) 

 
Fig. 2. Tagging, parse tree and dependencies 

 

A. Morphological Analysis 

The identification and description of a language's morphemes' internal structure, including root words, parts of speech, affixes, and intonations, is 
known as morphology. 

interjection. 

 

 

“http://somewhere/AliSmith”. In the starting tag rdf:RDF is used that consist of the namespaces those are used in the documents. 

The namespace prefix of RDF language is rdf: and it is (syntactically) write as http://www.w3.org/1999/02/22-rdf-syntaxns#. 

RDF have some elements those are defined in RDF vocabulary 

these are 

 

· rdf:XMLLiteral - the class have literals type 

· rdf:Property - proper es show in a class 

into distinctkinds like verb part, subject part and adverb part. 

 

 

G. Extracting Relations 

This is the most important phase of the system. Relationships in NLP are represented as classes and their characteristics, and relationships are 
extracted using object- oriented techniques. In this step, the associations based on the output texts from previous modules are extracted. The link 
between word classes and attributes is explained using a language or a few formulae. These qualities are explained through the use of formulae or a 
language. or some formulas. 

 

H. Generating RDF(Resource Description Framework) 

A Resource Description Framework is a model that’s used to exchange data over the internet and describe the relation of 

the data. Additionally, RDF stores metadata and contains information about online sites that may be shown as graphs. The resource appears in the 
subject section of the RDF, whereas the feather resource appears in the predicates. Predicate also establishes the relationship between the subject 
and the object. RDF employs XML namespaces with prefixes that are defined at the beginning of the XML document. It is written in RDF/XML. 
Example a person full name is “Sam smith” · rdf:type - a predicate that show a resource as an instance of a class 

· Ordered and unordered containers are examples of other types of containers, such as rdf:Alt, rdf:Seq, and rdf:Bag. . 

· rdf:List - RDF Lists class 

· rdf:nil – It shows empty list in an instance of rdf:List 

·  Remark,rdf:predicate, Used for reification, rdf:subject and rdf:object allow a statement (triple) to be broken down into its component 
pieces or the whole statement is used as the part of other triples). 

 

TABLE I. RDF TRIPLETS 

 

 

 

 

 

 

 

 

 

 

I. Generating RDFS 

A dictionary of RDF elements with different classes and properties makes up the Resource Description Framework Schema (RDFS). Similarly, 
RDFS establishes the classes' domain, range, and attributes. Classes are the units that RDF resources are divided into. Class URIs are used to 
identify them since classes are resources too, with characteristics that can be used to describe them. These class members are examples of classes 

 
[ a 
rdf:Statement; rdf:subject 
:customer; rdf:predicate 

: place; rdf:object 

:order; 

] 

http://somewhere/AliSmith
http://www.w3.org/1999/02/22-rdf-syntaxns
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that make use of the rdf:kind attribute. 

 

J. Generating OWL 

Since Extensible markup language only supports semantics and cannot enable reasoning, ontology—a vocabulary similar to a hierarchy—is 
used to store data while also applying certain constraints. Ontologies are created using the Web Ontology Language (OWL). OWL may use 
several attributes and classes to describe domain knowledge. There are three sublanguages in OWL. 

Called 

 

1. The OWL Lite is intended for assisting users who wish to classify objects using a hierarchy manner and commonly utilized constraints. 

2. OWL (Ontology Word List) DL is employed whenever Customers are looking for valuable data. 

3. When a user is unable to employ any constraints and wants to obtain useful information, they utilize OWL Full. 

4. OWL construction is a difficult process, much like the RDFS statements of OWL, which are likewise expressed with RDF triplets. This 

phase makes use of the concepts and relationships that were retrieved throughout the analytical process. Using the ideas, RDF is created 

first, followed by OWL. Additionally, RDF is utilized for relation extraction from OWL class vocabulary and properties of the NL text. 

RELATED WORK 

Internet-based services are becoming more and more popular both inside and outside of organizations as a technology method of combining business 

applications. A problem with internet-based element-based services is their dynamic selection. A web service quality model, developed by Zeng [5] in 

2003, was used to describe unrealistic values of online services, such as process cost, repetition, correctness, and dependability. This approach employs 

restrictions for composite services and linear programming to deliver the best possible solution for web construction. In ontology learning, extracting 

information from text is a highly challenging problem; but, using NLP, it becomes very simple. The ontology framework utilized by the semantic web 

has a lexicon of terms that define entities, properties, and their connections. When there are restrictions, natural language generation (NLG) becomes 

helpful; in this case, limits are examined in the structure and the production of sentences with certain forms. NLG limitations were addressed in two 

ways [6]: one for fixed vocabulary and the other for fixed vocabulary with word inclusion. These restrictions allow a dependency tree syntax-based 

model to generate a large number of precise statements. 

 
The main obstacle in the automatic creating is the uncertainty of the Unified Modeling Language (UML) present in the software requirements and 

limitations specified in plain language. English constraints are translated into conventional constraints using a method [7]. This analysis, which 

employs the English to OCL translation produced by the Stanford parser is of the semantic sort. There are two stages involved in Deep and superficial 

semantic parsing is the semantic study of English restrictions. It's essential to define quantification and provide a logical justification using English 

limitations. Shallow semantic parsing's outcomes demonstrate that semantic ambiguity caused the semantic roles to be mistaken for a few English 

restrictions. Owl API, or Application Programming Interface, allows one to create and work with Owl [8].Owl Programming Interface offers a simple 

style that is excellent to main component construction. This program offers a strong and adaptable interface that supports OWL ontologies in a variety 

of contexts. The OWL API model is made up of many classes and interfaces that are used to retrieve the ontology's. 

EVALUATION OUTCOMES 

Java able to be used for implementing the intended system. The framework in use improves web service performance by offering NL constraints. Our 

technique saves time since writing limitations in Owl takes a lot of effort. It offers 

customers a simple environment where they may easily writes constraints. Our solution reduces system cost while offering optimal precision. NL 

limitations are examined and confirmed to see if they yield satisfactory results. Our automated technique yields optimal results and offers the 

foundation for NL restrictions for online services to be used by all users. The graph below illustrates how using NL limitations by online resources (S1, 

S2, and S3) results in maximum responsiveness, lower costs, and show 100 percent availability. 

 

Fig. 3. Outcome of applying NLP restriction on web services 
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CONCLUSION 

Users are given access to a suitable environment in which they may do text analysis and input fundamental NL limitations to impose restrictions on 

online services. The framework's code may be developed in several languages. Users are given access to a suitable environment in which they may do 

text analysis and input fundamental NL constraints to provide constraints for online services. The system's code is multilingual, suggesting that there is 

software out there that can construct NL base restrictions for online services and evaluate simple words. The system as intended generates NL 

restrictions for web services in an efficient manner. NLP improves the performance of semantic web inquiries; information from texts is also extracted 

using online information extraction procedures. Limitations have been used to improve efficiency in design and graphical programs; at the moment, they 

are being used in many web technologies to offer trustworthy services. NLP plays an important role in the Semantic Web by helping with a wide range 

of tasks, including the creation of ontologies, ontology searches, ontology mapping, and the storage and retrieval of semantic data. This paper solves 

the composition problem with web services and tackles several security vulnerabilities related to web services. This approach will provide future 

online services that are thorough, trustworthy, and consistent support web services standards. 
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