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ABSTRACT –  

Recently, Ransomware has grown in popularity. A widespread and powerful threat to consumer cyber security. It becomes more difficult to successfully protect 

cyber security systems as its capacity to exploit a variety of attack vectors alterations throughout time. Showing result as, the use of machine learning techniques, 

especially the Random Forest algorithm, has enormous potential for ransomware detection in the academic and professional worlds. As a result, the main goal of 

this study is to offer results into ransomware detection frameworks, concentrating on the often used Random Forest technique. It is an ensemble learning 

technique provides a tool for identifying the constantly changing traits of ransomware. This paper not only examines the foundations of Random Forest but also 

clarifies the particular uses and benefits of it for ransomware detection. By providing a review of multiple ransomware detection frameworks, this study furthers 

its contribution to the cyber security community. The report provides useful information about the datasets used in ransomware detection research in addition to 

illuminating the key elements of these frameworks. It also highlights the distinct difficulties each framework can run into when trying to effectively identify the 

wide range of ransomware. In conclusion, this research presents a comparison investigation, with a particular a focus on the Random Forest algorithm, which 

serves as a useful resource for future study in identifying ransomware. The benefits and drawbacks of Random Forest are explained in this context, providing 

academics and experts in cyber security with the knowledge they need to keep on top of the continuous against ransomware attacks. 

 

Keywords: Ransomware, cyber security threat attack vectors, machine learning algorithms, Random Forest. 

INTRODUCTION : 

1.1. Security : 

Security is like a shield that keeps our phones, computers, and online account safe from thieves and harm. It‘s what helps us uses the internet and our 

devices without worrying 

about someone trying to steal or damage our stuff. Security in a simple term related to viruses, means protecting your computer or device from harmful 

software that causes damage. 

Security is the practice of protecting something valuable from potential threats, dangers, or harm. In various contexts, it can refer to safeguarding 

information, assets, systems, or even physical spaces from unauthorized access, damage, theft, or any form of malicious intent. 

Malware: 

Malware is bad software made by cyber hackers it‘s like a digital troublemaker that can steal your stuff or mess up your computer. Malware is like a 

digital troublemaker, it short for 

―malicious software‖. It‘s a type of computer program designed by bad actors to do harmful things to your device or steal your information. Malware 

can sneak into your computer, phone, or other devices without you knowing, and then it can cause problems like slowing things down, stealing your 

personal info, or even damaging your files. It's like a sneaky virus for your technology! Exactly Malware is like a sneaky 

program that can sneak into your device and cause all sorts of trouble. It might want to steal your money or personal info, or even do something 

harmful later on. So, it's best to avoid it altogether! 

Types of Malware : - 
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Fig. 1.1 

Types of malware: 

Ransomware: 

Ransomware detection is the attack based on locked encryption key and attackers demands to pay the charges For encryption key. Ransomware is most 

descriptive cyber threat that causes critical pecuniary losses while impacting productivity, accessibility and relation, ransomware attack is designed by 

hackers to deny users and organization accesses to files on their computer. Ransomware scan any local device and any network connected storage 

In recent years, ransomware has become a menace to government agencies, business units, and regular end consumers. As instances, it has attacked 

hospitals[1], universities[2], school districts[3], police departments, and school departments. 

There are two categories into which ransomware falls: 

1 Locker -ransomware- It is suggests that the victims' gadgets be locked to keep them away from using them. 

2 Crypto -ransomware- In order to prevent their victims from accessing personal files, this encrypts them. 

Spyware: 

Cyber security on an individual and organizational level is seriously threatened by spyware, which infiltrates computers covertly to steal confidential 

data. This article will examine the top five most well-known spyware assaults in history, including illuminating data and research to comprehend their 

significance and aftermath. 

Eg. Finspy(Finfisher) 

Adware: 

Malicious software known as "adware" breaks into your system and shows pop-ups and unsolicited adverts. Adware is able to track what you do 

online and present you with tailored adverts. The word "adware" refers to software that, typically via a web browser, displays advertising on your 

screen. Some security experts believe it to be the ancestor of the modern PUP (potentially unwanted software). Malware typically uses deception to 

trick you to install program on your device. It may do this by seeming to be a reliable piece of software or by taking advantage of another one. 

Computer Worm: 

The type of malicious software that propagates to other systems is called a computer worm. By self- replicatingand frequently damaging data or taking 

up bandwidth. Eg. Morris Worm 

Trojan Horse: 

This code has the ability to take over the computer and is malicious in nature. It is intended to cause harm, theft, or other undesirable activities on the 

computerIt tries to fool the user into letting the files load and operate on the device. This provides hackers access to the user's computer once it is 

operational to carry out a variety of tasks, including deleting and editing data from folders. Trojan Horse, like many other viruses or worms, is unable to 

replicate itself. 
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Rootkit: 

Software of the rootkit malware class is intended to grant unauthorized users access to a computer network or program. After activation, the malicious 

program installs a backdoor exploit and can propagate various viruses, including ransomware, trojans, bots, and keyloggers. Rootkits can be hard to 

find and remain unnoticed for years because they can interfere with various antivirus and malware detection software. 

E.g. Firmware rootkit 

History of Ransomware: 

 
Fig.1.2. History of Ransomware 

 

As shown in above graph ransomware has evolved day by day and has been very danger in malware. Hence, ransomware needs to be detected before it 

harms whole system. Every day, the frequency of ransomware attacks rises that needs to be controlled. 

Recent ransomware attack have corrupted many computers. Ryuk, Wanna Cry and Meta are ransomwares which has become harmful. 

1. 1989(AIDS Trojan): 

 It was developed by Dr. Joseph_Popp and spread over 20,000 participants of the WHO AIDS seminar. 

 $189 ransom was demanded. 

2. 2004/2005(GPCoder): 

 A notification that points users to a text file (.txt) that is put on their desktop appears on their home screen. The file included instructions on 

how to unlock the compromised file and pay the ransom. 

 •Demanded a ransom of $200. 

3. 2006(Archiveus Trojan): 

 Primarily an attack that runs on Windows. 

4. 2009(Locker ransomware): 

 A type of ransomware that targeted mobile gadgets. 

 Notable instances are Reveton and WinLock. 

5. 2013(CryptoLocker): 

 The first ransomware to demand bitcoin as payment. 

6. 2014(Cryptowall): 

 Made use of a Java exposure; around 1,000 fatality; minimum drop predicted to be $18 million. 

7. 2016(Locky): 

 The 1st ransomware went viral; up to 500,000 phishing emails were sent out every day. 

8. 2016 also saw the introduction of more ransomware, including as Cerber, Jigsaw, SamSam and Petya. 

 

9. 2017(WannaCry and NotPetya): 

 Approximately 200,000 systems across 15 countries were targeted by WannaCry. Notable victims include WinLock and Reveton. 

 A Petya variation known as NotPetya was directed towards targets in Ukraine, such as the National Bank of Ukrain. 

10. 2021(DarkSide): 

 Following an attack that shut down the pipeline for 6 days, Colonial Pipeline rewarded a $4.4 million bitcoin. 

 

 



International Journal of Research Publication and Reviews, Vol (5), Issue (5),  May (2024), Page – 10891-10908                     10894 

 
 

 

An analysis of the most pertinent findings about ransomware detection: 

Table provides a comparison of various research results related to the detection of ransomware. The table shows several authors' work over different 

years and their use of various techniques for ransomware detection. KNN, SVM, Decision tree, AES, Local n/w, Dynamic n/w, CNN, RNN, RF, k-

means, Crypto-currency algorithms, NB, LSTM, Linear model: These columns represent different techniques or algorithms used for ransomware 

detection. A checkmark (✓) indicates that the technique was applied, while a cross (×) indicates that it was not used in that particular research. 

These are the techniques and methods applied by different researchers in their respective years to address the challenge of ransomware detection. Each 

approach may have its own strengths and limitations, and the table provides a quick overview of the methods used in each study. 

 

 

 

 

 

 

 

 

 

 

 

Machine Learning: 

Machine learning is derived from AI. It pivots on statistical models and strategy that allows computers to get knowledge from data and improve their 

effectiveness on certain work unaccompanied by the need for explicit programming. 

1. Learning from Data: Machine learning algorithms use vast datasets to discover patterns and relationships that enable computers to 

anticipate outcomes, make choices, or spot patterns in previously undiscovered data. 

 

Training and Testing: 1. Machine learning models are trained on labeled datasets, which educate the computer how to convert input data into 

matching output labels. 

2. To determine the model's accuracy and generalization capacity, its performance is assessed on testing data, which is a different set of 

data not used for training. 

3. Types of Learning: Machine learning includes reinforcement learning, which teaches algorithms to make decisions by trial and error, 

supervised learning, which teaches algorithms from labeled data, and unsupervised learning, which teaches algorithms to find patterns in 

unlabeled data. 

 

4. Methods and Models: Support vector machines, decision trees, and neural networks are just rare of the methods used in ML. Models are 

provided by these algorithms with the ability to classify or predict things based on brand-new, unobserved data. Machine learning is a powerful 

instrument for managing complex problems and creating data-driven judgments in a variety of fields since it allows computers to learn from 

experience. 

 

1.7 Random Forest: Typically trained with the bagging method. An technique Random Forest, a method for supervised learning, builds 

a forest of decision trees. It often has the same hyperparameters as a decision tree and can be applied for 

regression and categorization tasks. In an attempt to produce an even better model, this method generates trees while increasing the model's 

randomness. When dividing a node, it seeks for the top feature from a arbitrarily selected set of features instead of the most notable one. Using random 

thresholds for each attribute 

instead of looking for the optimal thresholds can make trees appear more haphazard. When developing a model, random forest is an excellent approach 

to train and observe its performance. Its simplicity makes creating a decent random forest quite easy. 

 

Decision Tree : Tasks involving regression and categorization can be done with decision trees. Here with Ransomware detection in Machine learning 

can work. This system doesn't prove much better because it is prone to be overfitting. When it is trained with with more data and then tested it cannot 

accurately recognize ransomware. Recognition of variety of ransomware families with use of decision tree algorithm proves to be difficult. Hence, it is 

not much chosen by researchers. 
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1.10. Support Vector Machine: Although it may be used for both Regression and classification issues, the Support Vector Machine approach is 

mainly employed for categorization goals. It generates results with amazing accuracy while requiring relatively little computing resources. In N-

dimensional space, the support vector machine approach locates a hyperplane that classifies the data points. The hyper-plane that most successfully 

separates the two classes is identified throughout the 

categorization procedure. [26]. Nevertheless, because they perform well in high dimensional regions, they can be useful in circumstances when there 

are more dimensions than samples. Another important feature of the method is its adaptability; it can employ bespoke kernels or a variety of kernel 

functions against the decision function. On the other hand, overfitting will happen if there are significantly more characteristics than samples. 

LITERATURE SURVEY 

Paper 
No. 

Paper Name Author Name Proposed System Algorithm Used Pros Cons Accurac 
y 

[1] RTrap: Trapping 

& containing 

ransomware with 

ML. 

Gaddis Olani 

Ganfure, Yan- 

Hao Chang et 

al[1] 

Ransomware 

detection using 

adaptive decoy file 

generator 

K-means Easy trapping of 

ransomware 

Unable to detect 96.5% 

[2] On ransomware 

family 

attribution pre- 

attack activities 

Sadegh Tarabi, 

Ayala Molina et 

al[2] 

Ransomware samples 

in collected data are 

labeled. 

Bernouli Naïve 

Bayes, KNN 

Early detection 

of ransomware 

attack 

Doesn’t handle 

sustainability 

issue. 

78% 

[3] Machine 

Learning 

Algorithm

 an

d Framework 

 in 

ransomware 

Detection 

Daryle Smith, 

Sajad 

Khorsandroo, 

Kaushik Roy et 

al[3] 

Tested against 

several framework 

and ransomware 

types. 

Decision Tree, 

Random Forest, 

SVM, Naïve 

Bayes, LSTM, 

Gradient 

Boosting. 

1. Enhanced 

detection 

2. Automate 

detection 

Requires large 

amount of data. 
94% 

[4] Ransomware 

detection using 

Random Forest 

Technique 

Ban Mohammad 

Khammas et 

al[4] 

offers a unique 

architecture for 

resolving the 

ransomware attack 

detection challenge. 

Random Forest 1. It has

 high accuracy 

rate & less time 

consuming 

Imbalanced 

dataset 

97.74 

[5] A 

Comprehensive 

Survey: 

Ransomware 

Attacks Prevention, 

Monitoring and 

Damage Control 

Ashish D. Patel 

et al[5] 

Provides detection and 

prevention of 

ransomware 

Tools

 li

ke CryptoDrop 

offer early 

detection of 

suspicious 

activities. 

Easy trap. Requires

 lar

ge data. 

N.A. 

[6] A Survey

 on 

Detection 

Techniques for 

Cryptographic 

Ransomware 

Daniel

 Morat

o et al[6] 

Algorithms that have 

been suggested for 

identifying 

cryptographic 

ransomware. 

Compared

 t

he different 

approaches and 

classified

 t

he algorithms. 

Good 

performance

. 

Discussed the 

open issues to 

offer  solutions 

for ransomware 

detection. 

96% 

[7] Detection 

 of 

ransomware 

attacks

 usin

g processor & 

disk usage 

Mehnaz et al [7] A detection method 

for hybrid 

ransomware 

was presented by the 

author. 

SVM Tracks malware 

activity on the 

intended machine 

directly. 

Authors did not 

explicitly 

investigate data by 

ransomware 

96.22% 
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Paper 

No. 

Paper Name Author Name Proposed System Algorithm Used Pros Cons Accuracy 

[11] Learning to detect 

and classify 

malicious 

executables in the 

wild 

LO et al, Schultz 

et al, Krsul, 

Swets and 

Pickett et al[11] 

They collected 

safe and harmful 

programs to 

analyse 

Boosted decision 

trees, SVM, Naïve 

Bayes. 

They attempted to 

extract patterns or 

signatures to 

identify any class 

of malicious code 

 89% 

[12] Ransomware 

detection using 

Random Forest 

Technique 

(Machine 

Learning) 

Abhijit Pawar, 

Pradnya Kapse, 

Rutuja Jagtap, 

Pooja Onigude, 

Rupali Deorate 

et al[12] 

Collect diverse 

data, engineer 

feature 

importance, 

optimized deploy 

Random Forest, 

Supervised 

learning 

algorithm, semi- 

supervised 

learning 

algorithm and 

SVM 

Few input 

parameters required 

The resulting 

ensembles 

model can be 

complex 

96.75% 

[13] Malware 

Detection: A 

framework for 

reverse engineered 

android application 

through Machine 

Learning 

Beeish Urooj, 

Munam Ali 

Shah, Riasat et 

al[13] 

It contains 2 

parts: 

1. Preprocessing 

2. Prepared 

Model 

Support Vector 

Machine, 

Decision Tree, 

KNN, Naïve 

Bayes 

1. Automation 

and speed for 

processing many 

apps 

2. Scalability to 

handle large 

dataset 

Dependence 

on high 

quality and 

diverse 

training data 

96.24% 

[14] Machine learning K.LEE, S.lee The backup KNN, Linear Quickly identifies For effective 97% 

based file entropy k.yim et al[14] system model, Decision ransomware training, a 

analysis for  recognizes files tree, neural pattern significant 

ransomware  contaminated by network, entropy  numbered 

detection backup  reference values   label 

system  using a machine   information 

  learning model.   may be 

     needed, that 

[8] On ransomware 

family attribution 

using pre-attack 

paranoia. 

Zhang et al, 

Subedi et al [8] 

Data collection, 

preprocessing, and 

labelling of malware 

samples. 

Decision tree, RF, 

SVM, ANN, CNN. 

Allows

 ant

i- ransomware 

system 

System requires 

large 

88.76% 

[9] A Digital DNA 

Sequencing 

Engine

 F

or ransomware 

detection using 

ML. 

Kharraz

 

, 

Shaukat

 an

d Ribeiro et al[9] 

Proposed 

RansomWal

l 

Logical 

regression 

classifier 

algorithm 

  82% 

[10] Ransomware 

detection, 

avoidance, and 

Subedi , Zheng 

,Zimba et al[10] 

Approach that makes 

use of static analysis is 
suggested. 

Algorithm for 

Pre-Encryption 

Detection 

All crypto 

ransomware 

might be 

identified by 

PEDA. 

It could be 

unable to 

identify the 

78.25% 

 mitigation 

scheme:

 

A 

review

 an

d future 

directions 

  (PEDA)  newest families.   
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     might be 

     hard to come 

     by, 

     particularly 

     for 

     uncommon 

     or newly 

     appearing 

     ransomware 

     variants. 

[15] Utilizing cyber FAIMAH Provide an AES encryption Accuracy issue. The 68% 

threat trunting ALDAUUI, automatic threat algorithm condition 

techniques to find OMAR BATARFI assessment  redundancy 

ransomware MANAL system that  phrase is not 

attack and survey BAYOUS, categorizes the  taken into 

of art MAVROEIDS et system by  account in 

 al[15] analyzing the 

constant 
 the proposed 

work when 

  incoming feeds  determining 

  from the Sysmos  the feature 

  logs.  important 

[16] A survey 

detection 

technique for 

cryptographic 

ransomware 

EDUARDO 

BERRUETA, 

DANIEL MORA 

TO MIKEL IZAL 

et al[16] 

This method for 

detecting 

ransomware has 

been suggested by 

the academic and 

industrial sectors. 

Local static, local 

dynamic network 
The method for 

detecting 

ransomware that 

is aware of its 

behavior during 

one or more of 

Common key 

for any 

interface user 

Symmetric 

N.A.  

     
the processes 

listed above 

key 

algorithm is 

the same as 

encryption 

key 

 

 

Pape

r No. 
Paper Name Author Name Proposed System Algorithm Used Pros Cons Accuracy 

[17] cryptocurrencies 

Emerging 

Threat and 

Defensive 

mechanism: A 

systematic 

literature 

Review 

EMAD BADAW, 

W

ed 

the 

GUY- VINCENT 

et al 

[11

7 ] 

We used the 

standard 

guidelines and 

charts for 

systematic 

literature 

reviews in this 

investigation. 

Crypto 

currencies 

clustering 

algorithm 

Simple detection. Require

s time. 

80.76% 
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[18] A age of 

ransomware a 

survey on the 

evolution 

taxonomy and 

research direction 

SALWA 

RAZAUL

LA, 

CLAUDE 

FACHKHA, et 

al [18] 

In order to arrive 

at a 

categorization 

and conclusion, 

Using 

characteristics 

extracted from 

ransomware 

activity, 

algorithms were 

compared and 

categorized. 

CNN, RNN, SVM Ability of ML, 

which includes 

DL, can recognize 

trends that 

indicate the 

presence of 

ransomware by 

learning from 

historical data. 

Slows down. 98.45% 

[19] Ransomware 

detection 

avoidance and 

mitigation 

scheme: a review 

and future 

direction 

Anurag zeb et al 

[19] 
Analyze attack 

strategies for 

families of 

Windows-based 

ransomware. 

Static, dynamic, 

hybrid analysis 
The author 

covered every 

potential 

vulnerability 

vector and kit 

that might be 

used to create a 

family of 

ransomware that 

targets Windows. 

They made 

no mention 

of the 

technical 

solutions 

needed to 

combat 

ransomware. 

N.A. 

[20] A comprehensive 

survey on 

ransomware 

attack: prevention 

monitoring and 

damage control 

Trailor et al [20] Examining 

various 

encryption 

methods 

employed by 

contemporary 

ransomware 

standards in 

order to create 

more effective 

detection 

techniques. 

K-

MEANS, 

KNN. 

SVM 

The author 

provided a 

thorough 

analysis of the 

various 

encryption 

methods 

employed by the 

crypto 

ransomware and 

locker families. 

Talks are 

given in 

relation to a 

single 

ransomware 

and broad- 

based 

containment 

techniques. 

Not 

recommende 

d. 

94% 

Paper 

No. 

Paper Name Author Name Proposed System Algorithm 

Used 

Pros cons Accuracy 

[21] A 

comprehensive 

Survey 

ransomware 

attack:

 

A growing 

havoc cyber 

threat 

Tandon et al[21] described the typical 

ransomware attack's 

architecture and mode of 

operation. 

Local, 

dynami

c 

network 

The author provides 

a detailed account 

of the MS017 

exploit and how it 

ultimately 

employed double 

dolman to propagate 

Wannacry. 

The discussion is 

limited to a 

single 

ransomware 

board and does 

not include any 

countermeasure 

techniques. 

NA 

[22] Know 

Abnormal, Find 

Evil:

 Freque

nt Pattern 

Mining for 

Ransomware 

Threat Hunting 

and Intelligence 

Sajad 

Homayon, Ali 

Dehghantaha, 

Marzeih 

Ahmadzedh, 

Sattar Hashemi 

et al[22] 

Technique for Mining 

Sequential Patterns used to 

identify the most useful 

characteristics for 

categorizing ransomware 

applications. 

Random 

Forest, J48, 

Bagging and 

MLP 

algorithm 

Gave much accurate 

result to goodware 

and ransomware. 

Slow for detection 
of ransomware 

99% 
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[23] Automated 

Analysis 

Approach

 f

or 

detection of 

high survivable 

ransomware 

Yachya Abukar 

Ahmed, Barus 

Kocer, Bander 

Ali Saleh Al- 

rimg et al[23] 

Contains 3 stages: 

1. Checking 

whether 

ransomware 

or not. 

2. Analyze samples 

Supervised learning 

algorithm for classification 

SVM and 

ANN to 

develop and 

implement 

decision 

model. 

k-nearest 

neighbour, 

decision tree 

and random 

forest

 f

or 

evaluation. 

Provides

 hi

gh accuracy. 

Sometimes for 

different types of 

ransomware gives 

less accuracy. 

98.7% 

[24] RATAFIA: 

Ransomware 

Analysis using 

Time

 a

nd Frequency 

Informed 

Autoencoder 

Manner Alam, 

Sarani 

Bhattacharya, 

Swastika Dutta, 

Sayan

 Sinh

a, Deebdeep 

Mukhopandhya 

y and Anupam 

Chattopadhyay 

et al[24] 

RATAFIA, which develops 

highly accurate, quick, and 

dependable ransomware 

detection solutions, makes 

use of deep neural 

networks and fast Fourier 

transformation. 

Deep Neural 

Network 
A concept to 

recover 

ransomware- 

encrypted files 

before detection 

by using the Linux 

file locking 

mechanism, the 

mlock () system 

call. 

An adversary 

cannot alter the 

execution 

footprint of its 

own page or 

evade detection 

schema if it is 

aware of the 

template used to 

train the 

autoencoder. 

96.27% 

[25] RANDS:

 

A 

Machine 

Learning-Based 

Anti- 

Ransomware 

Tool

 f

or 

window
s 
platfor
m 

Hiba Zuhair 

and Al Selamat 

et al[25] 

3 tier technology: 

1. Ransomwa

re Analysis 

2. Learning tier 

3. Detection tier 

Naïve Bayes 

and Decision 

Tree 

In a brief amount 

of time and with 

little impact on the 

computer system, 

RANDS addressed 

ransomware 

variants in terms of 

CPU usage during 

processing, 

detection, and 

reaction times. 

1. Does not 

adequately 

describe all 

families and 

exploitations of 

ransomware. 

2. A variety of 

detection 

strategies that 

guaranteed 

distinct deciding 

principles for 

recognizing 

ransomware 

variations. 

96% 

 

Accuracy analysis from table1: 
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Fig.1.3. Accuracy analysis from table1 

Accuracy analysis from table2: 

 
 

 

 

 

 

 

 

 

 

 

Fig.1.4. Accuracy analysis from table2 

Accuracy analysis from table3: 

 
Fig.1.5. Accuracy analysis from table 3 

Proposed Work 

a) System Architecture: 

 

 
Fig.1.6. Proposed System Architecture 

b) System Design: 

 
1. User uploads file: The process begins with uploading a file into the system. This serves as the input for the Ransomware detection process. 
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2. Data Preprocessing: To ensure accurate results, the first step in data processing was cleaning the data. This included replacing missing 

numbers, reducing noise in the data, locating and eliminating outliers, and eliminating discrepancies. 

3. Data Splitting: Splitting the dataset into two portions will allow you to train the model and measure its effectiveness. 

 

4. Feature Selection: The important features (characteristics) in the dataset that will be used to train the model should be identified. This 

process reduces computational costs while enhancing the accuracy of the model. An ensemble learning technique is the algorithm known as 

Random Forest. Different decision trees are formed while data being trained process. Random subsets of 

5. the characteristics and data are used to train each tree. 

6. The model‘s accuracy and overfitting both are enhanced by this diversity. 

7. Model Training and Classification: Use of a Random Forest (RF). The Random Forest method may identify between legitimate and 

malicious files or network traffic by learning patterns in the data. With features such as major image version, main OS version, major 

linker version, and minor linker version capabilities playing a crucial part in achieving the best results, RFs are the most effective algorithm 

for ransomware detection. For each sample in the testing dataset, the model will produce predictions indicating whether it thinks the file or 

network traffic is ransomware or not. tested dataset was used to gauge the model‘s performance. 

8. Result Generation: Based on the analysis performed by Random Forest ,the system generates a result that indicates whether the 

uploaded file is ransomware or goodware file. Output Display: The user interface of the system presents the final product to the user. 

 

Algorithm Working: A.Random Forest Working: Random Forest works on ransomware detection by training on a dataset containing 

examples of ransomware and normal behavior. It creates number of decision trees, each utilizing random subsets of data and features. These trees vote 

on whether an input is malicious or not. The final decision is based on the most popular prediction. The accuracy and robustness of this ensemble 

technique are enhanced in detecting ransomware attacks. 

 

 
Fig. 1.7. Random Forest 

 

How Does a Random Forest Operate? 

The random forest algorithm has multiple stages of operation: 

 

1. Ensemble of Decision Trees: It creates a massive army of Decision Trees to optimize the benefits of collaborative learning. Every one of 

these trees represents a different expert focused on a subset of the data. Their independence is essential because it decreases the possibility 

that the shades of one tree could negatively impact the representation. 

 

2. Random Feature Selection: It selects random features to makes sure that every decision tree in the cluster has a special view. A random 

portion of the features selected while being trained is available in each tree. Owing to this unpredictability, many predictors are employed, 

with each tree focusing on a distinct subset of the data. 

 

3. Bootstrap Aggregating, or Bagging: An essential step in Random Forest's training process is bagging, which is the process of creating 

numerous bootstrap specimens from the source dataset so that replacement occurrence can be represented. Because of this, every decision 

tree contains a unique subset of data, which improves the model's performance and adds variation to the training process. 

 

4. Decision Making and Voting: Each Random Forest decision tree gets a vote for a forecast for the future. In categorization tasks, the 

average, or most frequent forecast, across all trees is used to determine the final prediction. The average forecast for every tree is calculated 

in regression tasks. The impartiality and cooperation of decision-making are guaranteed by this internal voting process. 
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B. Tfidf: The abbreviation for term frequency is Tfidf. Record frequency of documents in reverse. this is the procedure for determining appropriate term 

a text in a dataset. A term significance increases with its number of appearances in the dataset; nevertheless, it is offset by the term occurrence in the 

dataset. 

Term Frequency: This term shows the frequency of a term t, shown in document d, whether frequently or not. Therefore, the most of times a term 

shown in the text, the most relevant it becomes. Since this ordering is meaningless, we can apply a vector to convey the text in the bag of word models. 

A document's weight is directly correlated with its frequency of occurrence. 

 

tf(t,d) = count of t in d / number of words in d. 

Document Frequency: This is similar to TF in that it determines the text's meaning over the entire corpus. The sole distinction is that in document TF, 

the term t's occurrence number counter is located, while in document d, the term t's number of appearances in text set N is located in df. Stated 

differently, the phrase the frequency of t in text, or df(t), appears in certain DF publications. 

Inverse Document Frequency: It prioritizes determining relevancy of a word. The primary objective of the exploration is to find the pertinent papers 

that satisfy the objective. Furthermore, TF does not utilize term frequencies alone to assess a weight of term in the article because it considers every 

expression to be evenly appropriate. Count the number of texts that contain the expressions to determine its document occurrence. 

df(t) = N(t) in which df(t) is the term t's document frequency N(t) = Total number of texts where the phrase "t" appears 

 

C. Support Vector Machine(SVM): ): SVM, a supervised ML technique, has two applications: regression and classification. Regression problems 

work best, nevertheless, when applied to classification problems. Searching the most appropriate hyperplane to partition data points into unique feature 

space classes in an N- dimensional portion is the basic objective of the SVM technique. The hyperplane's goal is to continue the biggest buffer between 

the closer points of different classes. The feature number decides the hyperplane's dimension. The hyperplane can be viewed as a line when there are 2 

input characteristics. The hyperplane alters into a 2-D plane if there are 3 inputs. 

 

 
 

 

 

 

 

 

 

 

 

Fig.1.8. Support Vector Machine(SVM) 

Challenges 

1. Noiseless ransomware cannot be detected. 

2. Classifies only familiar Ransomwares. 

3. Some evidence that ML algorithms can better identity malware. 

4. The performance drops with additional features introduced. 

5. Performance can be improved by continuously tweaking the active learning algorithm's parameters. 

6. Impacts on file recovery. 

7. Windows based platform only. 

8. Differentiate between legal and malicious disk encryption procedures. 

Performance Measure 

 

Sr 

no. 

Paper title Formula Precision Rec

al l 

ROC TPR FPR FNR F1-score Time 

1. RTrap:Trapping 

& containing 

ransomware with 

ML. 

1. FPR=FP/FP+TN     0.2%   5.35s 



International Journal of Research Publication and Reviews, Vol (5), Issue (5),  May (2024), Page – 10891-10908                     10903 

 
 

 

2. Ransomware 

detection using 

Random Forest 

Technique 

1. TPR=TP/TP+FN 

2. FPR=FP/FP+TN 

3. Precision=TP/TP+FP 
4. Recall=TP/TP+FN 
5. Accuracy=(TP+TN)/(TP+FP

+TN+ FN) 

  99.6%  0.04% 0.002 

% 
 1.37s 

3. Detection of 

ransomware attacks 

using processor & 

disk usage. 

1. TPR=TP/TP+FN 

2. FPR=FP/FP+TN 

3. Precision=TP/TP+FP 

4. Recall=TP/TP+FN 

5. Accuracy=(TP+TN)/(TP+FP

+TN+ FN) 

6. F1 score=2TP/2TP+FP+FN 

0.970%  0.97%  0.03% 0.030 

% 

0.960% 400ms 

4. On Ransomware 

Family Attribution 

Using Pre-Attack 

Paranoia Activities 

1. Precision=TP/TP+FP 

2. Recall=TP/TP+FN 

3. F1 score=2TP/2TP+FP+FN 

57.69% 54.54 

% 
    94.92% 0.344s 

- 

5. A Digital DNA 

Sequencing 

Engine For 

ransomware 

detection using 

ML. 

1. TPR=TP/TP+FN 

2. FPR=FP/FP+TN 

   85% 15%    

6. Learning to detect 

and classify 

malicious 

executables in the 

wild 

1. FPR=FP/FP+TN     0.05%    

7. Machine 

learning- 

based 

detection of 

ransomware 

using SDN 

1. FPR=FP/FP+TN 

2. Precision=TP/TP+FP 

3. F1 score=2TP/2TP+FP+FN 

0.987%    12.5%  0.86  

8. Know Abnormal, 
Find Evil: 
Frequent Pattern 
Mining for 
Ransomware Threat 
Hunting and 
Intelligence 

1. Precision=TP/TP+FP 

2. Recall=TP/TP+FN 

3. F1 score=2TP/2TP+FP+FN 

86% 30%     40%  

9. Automated Analysis 

Approach for 

detection 

of high survivable 
ransomware 

1. FPR=FP/FP+TN   0.987%  0.007 

% 
  8ms 

10. RATAFIA: 
Ransomware 
Analysis using Time 
and Frequency 
Informed 
Autoencoder 

1. FPR=FP/FP+TN     0   5s 

 

S

r 

no

. 

Paper title Formula Precision Rec

al l 

ROC TPR FPR FNR F1-score Tim

e 
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11. RANDS: A 

Machine 

Learning-Based 

Anti- 

Ransomware Tool 

for windows 

platform 

   0.94     0.2s 

12 Malware Detection: 

A framework for 

reverse engineered 

android application 

through Machine 

Learning 

FPR=FP/FP+TN     0.3    

13. Machine learning 

based file entropy 

analysis for 

ransomware 

detection backup 

system 

1. TPR=TP/TP+FN 

2. FPR=FP/FP+TN 

3. Precision=TP/TP+FP 

4. Recall=TP/TP+FN 

5. Accuracy=(TP+TN)/(TP+FP

+TN+ FN) 

6. F1 score=2TP/2TP+FP+FN 

high high high  low low   

15. Utilizing cyber 

threat trunting 

techniques to find 

ransomware 

attack and survey 

of art 

        5s 

16. cryptocurre

n- Cies 

Emerging 

Threat and 

Defensive 

me- 

Chanism: A 

systematic 

literature Review 

1. TPR=TP/TP+FN 

2. FPR=FP/FP+TN 

3. Recall=TP/TP+FN 

 96.9  95% 4.9%   10s 

17. A age of 

ransomware a 

survey on the 

evolution 

taxonomy and 

research direction 

1. FPR=FP/FP+TN     0.58% 1.5%   

CONCLUSION 

Now a days ransomware has been at high point in cyber security. It is crucial to detect ransomware before it infects your machine. The paper provides 

information for detecting ransomware. Though various research papers are available many have drawbacks like accuracy. The goal is to detect 

ransomware before it infects machine with much accuracy. This paper has provided an overview of several different methods proposed by different 

researchers to addresses the challenge of Ransomware Detection. Many algorithms like SVM, Decision tree are available to detect ransomware. Here, 

in this paper Random Forest is used as it chooses best decision tree for detection of ransomware. 

In conclusion, this review highlights the importance of Ransomware Detection. Detecting ransomware families is somehow challenge and according to 

many researches system fails here. 
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