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ABSTRACT –  

The prevalence of heart disease is rising quickly every day, making early detection of heart disease frightening and crucial. Heart disease diagnosis is a 

difficult task that needs to be completed quickly and expertly. The purpose of this research is to identify patients who, in light of several medical 

characteristics, are more likely to suffer heart disease. Using the patient's medical information, we constructed a heart disease prediction model to 

determine the likelihood of receiving a heart disease diagnosis or not. We employed a wide range of machine learning methods, including Decision Tree 

Classifier, Gradient. 

Boosting Classifier, Random Forest, K Neighbors Classifier, Support Vector Machine (SVM), Neural Network, Random Forest, and Logistic Regression, 

to forecast and determine which patient has heart illness. The model's ability to forecast cardiac illnesses more accurately in any individual was controlled 

using a very useful strategy. The suggested model's strength was quite pleasing; it combined Random Forest Classifier and Deep Learning to detect signs of 

heart disease in a specific individual, showing good accuracy when compared to other classifiers. The suggested heart disease prediction model will lower 

costs while improving medical care. Significant information from this study can be used to predict who will have heart disease. Python is used in the 

model's implementation, and the dataset was gathered from the Kaggle repository. 
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Introduction 

Machine learning (ML), a branch of artificial intelligence (AI), enables computers to autonomously learn from data and enhance their capabilities 

without being explicitly programmed. The core of machine learning involves developing models that independently analyze and learn from data, 

beginning their learning from observations, experiences, or directives to identify patterns and improve decision-making over time. The primary 

aim of these systems is to simulate human learning, consistently honing their abilities by interacting with actual data from the real world. 

 

Heart diseases are a significant concern globally. The World Health Organization indicates that cardiovascular conditions are the foremost cause 

of death worldwide, taking approximately 17.9 million lives annually. This initiative utilizes medical history to pinpoint individuals at increased 

risk for heart disease, particularly those exhibiting indicators such as high blood pressure or chest pain. Early identification allows for more 

timely and effective treatment options that are less invasive. 

 

Utilizing three data mining techniques—Random Forest Classifier, KNN (K-Nearest Neighbors), and Logistic Regression—this study achieves 

an 87.5% accuracy rate, surpassing previous models that employed only one method. By analyzing a dataset from the UCI repository containing 

various patient medical attributes, the study predicts heart conditions with KNN showing the highest accuracy at 88.52%. This method not only 

supports early risk detection but also helps to lower healthcare costs, showing substantial promise for improving patient outcomes. 

Related Work 

This work is motivated by extensive research into machine learning algorithms for identifying cardiovascular diseases, accompanied by a targeted 

literature review. A variety of methods such as the random forest classifier, KNN, and logistic regression have been utilized to predict 

cardiovascular conditions effectively. Results indicate that each algorithm possesses unique capabilities to meet specific objectives. In practice, 
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both traditional and recent machine learning and deep learning models, including the IHDPS, were explored to determine decision boundaries and 

simplify key factors like family history of heart disease. 

 

However, the predictive accuracy of the IHDPS model falls short compared to newer models that employ artificial neural networks and other 

advanced technologies to forecast coronary heart disease. McPherson [et al.] successfully utilized neural network techniques to pinpoint risk 

factors for atherosclerosis and coronary artery disease, providing reliable disease status predictions. 

 

Furthermore, R. Subramanian and colleagues have advanced the use of neural networks in diagnosing and predicting conditions like blood 

pressure and heart disease. Developing a deep neural network that assimilates specific disease-related features is crucial for ensuring accurate 

predictions when applied to test datasets. This network, designed with approximately 120 hidden layers processed by an output perceptron, is 

recommended for diagnosing heart conditions under a supervised learning framework. Trained on historical data, this model’s accuracy was 

validated with new data by a physician, demonstrating its effectiveness in clinical applications. 

Data Source 

A carefully organized dataset comprising 304 patients from various age groups was selected based on their medical history, including incidents of 

heart problems. Heart disease encompasses a variety of cardiac-related conditions which, according to the World Health 

Organization (WHO), are the predominant cause of death among middle-aged individuals. The dataset utilized in this study is rich in medical 

records and essential variables like age, resting blood pressure, fasting blood sugar level, and other relevant medical attributes. These data points 

are critical for determining whether a patient has been diagnosed with heart disease. 

 

The dataset, sourced from the UCI repository, contains 13 critical medical attributes essential for assessing heart disease risk and differentiating 

between patients who are at risk and those who are not. This information allows for the classification of patients into groups according to their 

likelihood of developing heart disease, thereby enabling more focused and effective interventions. This heart disease dataset is crucial for 

identifying patterns that indicate the likelihood of heart conditions. 

 

Structured into training and testing sections, this dataset contains 303 rows and 14 columns, with each row representing an individual patient's 

record. "Table 1" in the dataset provides a comprehensive list of all the attributes, serving as a reference for data analysis and pattern recognition 

in the study of heart disease risk. 

 

Table 1. Various Attributes used are listed 
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Methodology 

This research presents an analysis of several machine learning techniques, including K closest neighbors (KNN), logistic regression, and random 

forest classifiers. These algorithms can help medical analysts or practitioners identify heart disease accurately. Examining journals, papers that 

have been published, and data on cardiovascular illness from recent times are all part of this documentation. The suggested model's methodology 

provides a framework [13]. The process known as methodology consists of stages that convert provided data into identifiable data patterns for 

users' understanding. The suggested methodology (Figure 1) is broken down into steps: data collection is the first stage, significant values are 

extracted in the second stage, and preparation is the third stage where the data are examined. Data cleansing, normalization, and missing value 

handling are all covered by data preprocessing, depending on the algorithms employed [15]. The suggested model employs KNN, Random Forest 

Classifier, and Logistic Regression as the classifiers for the pre-processed data once it has been pre-processed. At last, we implemented the 

suggested model and assessed it using a range of performance criteria to determine its correctness and overall effectiveness. A heart disease 

prediction system (HDPS) that works well is shown in this was created with various classifiers. For prediction, this model makes use of 13 

medical characteristics, including age, sex, blood pressure, cholesterol, chest pain, and fasting sugar [17]. 

 

FIG 1. Proposed Model 

Results and Discussions 

From these findings, it is evident that while the majority of researchers employ various algorithms, including SVC and Decision Tree, to identify 

patients with heart disease, KNN, Random Forest Classifier, and Logistic Regression provide superior outcomes that surpass their methods [23]. 

Our employed algorithms outperform the algorithms of the previous researchers in terms of accuracy, cost-effectiveness, and speed. Furthermore, 

KNN and logistic regression yielded a maximum accuracy of 88.5%, which is higher than or nearly similar to the accuracies of earlier studies. 

Additionally, our research indicates that when it comes to predicting which patient would be diagnosed with heart disease, KNN and logistic 

regression perform better than random forest classifier. This demonstrates the superiority of KNN and logistic regression in the diagnosis of heart 

disease. Figures 2, 3, 4, and 5 depict a plot of the number of patients who have been classified and predicted by the classifier based on age group, 

resting blood pressure, sex, and chest pain. 
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Conclusion 

Three machine learning classification modeling techniques have been used to create a model for the detection of cardiovascular disease. By 

extracting the patient medical history that causes a deadly heart illness from a dataset containing the patient's medical history, including chest 

pain, blood pressure, sugar levels, and other conditions, this method predicts who will have cardiovascular disease. Based on the patient's clinical 

data, this heart disease detection system offers assistance if the patient has already received a heart disease diagnosis. The proposed model was 

constructed using the following algorithms: KNN, Random Forest Classifier, and Logistic Regression [22]. Our model has an accuracy of 87.5%. 

Increased training data ensures that the model has a better chance of correctly predicting whether or not a given individual has heart disease [9]. 

 

These computer-aided tools allow us to anticipate patients more accurately and quickly while also significantly lowering costs. We can work with 

a variety of medical databases since machine learning approaches are superior to human prediction, benefiting both patients and physicians. In 

light of this, we can conclude that this research helps us predict the patients who are diagnosed with heart problems by cleaning the dataset, using 

logistic regression and KNN, and producing an average accuracy of 87.5% on our model—better than the 85% accuracy of the prior models. It is 
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also determined that, at 88.52%, KNN has the highest accuracy of the three algorithms we have used. "Figure 6" indicates that heart disease 

affects 44% of the individuals included in the study. 

 

 

Figure 6. Shows the total number of patients having or not having Heart Disease. 
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