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ABSTRACT: 

Car manufacturers are always trying to improve fuel efficiency because the car industry has been growing for over 200 years, and fuel prices keep rising. Customers 

are becoming more  picky about features, so car makers are constantly updating their processes to improve fuel efficiency. What if there was an accurate way to 

predict a car's MPG (Miles per Gallon) or fuel consumption based on certain known details? By creating a more efficient car, manufacturers could outperform 

competitors, increase demand, and boost production. 

Using Machine Learning, we are developing prediction models to reduce error rates for cars made in recent years. We will use available datasets to create a model 

that predicts the fuel efficiency of various vehicles from different times. These datasets will include details like the number of cylinders, engine displacement, 

horsepower, and weight. Machine Learning is suitable for this analysis because it can identify patterns in the data and build models from them. Additionally, we 

will use deep learning techniques to create other models. The analysis will show which model has the least error and the best efficiency. 
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1. Introduction 

Understanding what influences fuel consumption and being able to predict it is crucial for optimizing fuel efficiency. In the transportation industry, Miles 

per Gallon (MPG) is used to calculate a vehicle's efficiency based on the energy it uses. MPG varies depending on the origin of the vehicle. To check the 

MPG of vehicles, we have created chart models. These chart models show the MPG of vehicles based on the number of cylinders, engine displacement, 

horsepower, and weight. Engine size is measured by displacement, which is usually expressed in liters or cubic centimeters. The origin is a discrete 

number ranging from 1 to 3. Based on this dataset, we assume that 1 represents a vehicle from America, 2 represents a vehicle from Europe, and 3 

represents a vehicle from Asia or other places. Some of the values in this dataset might be incorrect, so we will correct those values during data 

preprocessing. Modeling fuel consumption on highways is easier because external factors like traffic and road conditions do not significantly affect fuel 

consumption. Additionally, being able to predict fuel consumption can help owners detect potential fuel fraud if any occurs.  

Manufacturers, regulators, and customers are all interested in vehicle fuel consumption models. These models are needed during all stages of a vehicle's 

life cycle. The goal of this work is to model the average fuel consumption for heavy vehicles throughout their operation and maintenance. Generally, 

there are three types of methods for creating fuel consumption models: 

Empirical Models: These models are based on real-world data and observations. They use historical data to identify patterns and relationships between 

different factors and fuel consumption. 

Material science-based models, these are the models that are framed from an exhaustive handle of the actual framework. These models utilize exhaustive 

numerical conditions to depict the elements of the vehicle's parts at each time step. 

• Factual models, which are additionally information driven and lay out a planning between the likelihood circulation of a chose set of indicators 

and the objective result. 

• AI models, which are information driven and address a theoretical planning from an info space comprising of a chose set of indicators to a result 

space that addresses the objective result, for this situation normal fuel utilization. 

The choice between these techniques is determined by cost and accuracy, depending on the needs of the intended application. 

Without precise information on the vehicle's actual properties and measurements, the method should be able to adapt to a wide range of vehicle 

technologies (including future ones) and configurations for each vehicle. While gauging the required exactness versus the expense of creating and 

adjusting an individualized model for every vehicle, AI arises as the strategy for decision. There have been a few past models created for both immediate 

and normal fuel use Since they can represent the system's movement at different time steps, physics-based models are the most suitable for evaluating 

short-term fuel use. Since identifying patterns in real-time data is complex, other methods may be less effective for this purpose. 
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troublesome, AI models can't foresee prompt fuel utilization with an elevated degree of exactness. These calculations, then again, are prepared to do 

precisely recognizing and learning patterns in normal fuel use Recently proposed AI methods for average fuel consumption use a set of indicators collected 

over time to estimate fuel use in gallons per mile or liters per kilometer. While our method still focuses on average fuel consumption, it differs from 

earlier models by quantizing the indicators' input based on a fixed distance instead of a fixed time period. In the proposed models, all indicators are 

collected within a fixed window that represents the distance traveled by the vehicle, resulting in a better mapping from the input data to the model's 

output. Previous AI models, on the other hand, not only had to learn the patterns in the input data but also had to convert from a time-based scale to a 

distance-based scale (i.e., average fuel consumption). Using the same scale for both the model's input and output areas has several advantages. 

2. Related Work 

In [1], the authors evaluated the predictive ability of three AI models to forecast the fuel consumption of a long-distance public bus. Some important 

factors, such as load, engine RPM, and traffic, were not included in the selected dataset, even though they directly affect fuel consumption. Despite 

missing these key factors, they showed that the RF (Random Forest) model could more accurately predict fuel consumption by identifying data patterns. 

An example of using such a model is detecting fuel fraud by comparing the actual fuel use of the vehicle to the predicted value based on various parameters 

like distance, location, elevation, speed, and day of the week. They plan to include more factors that influence fuel use, such as traffic, weather, and bus 

load, in future work to improve prediction accuracy further. They are also working on a module that will guide you through reengineering methods to 

reduce fuel use through better fleet management and driving habits. 

The dataset used to build their model includes information about a specific long-distance public bus in Sri Lanka. The bus leaves from the Depot around 

4:00 p.m. and heads to Colombo (the business capital). Then, it departs from Colombo at 7:00 p.m., travels along the A2, A4, and AB10 highways, and 

arrives at the destination around 7:00 a.m. the next day. 

Altogether, the transport covers 365 kilometers in a single heading. The return trip follows similar way and happens between 4:00 p.m. what's more, 7:00 

a.m. the following morning. 

 A rugged locale makes up about 33% of the course. The bus is equipped with a GPS-based tracking system and a high-accuracy capacitive fuel sensor. 

Data collected by these devices is transmitted almost in real-time to a cloud server via a 3G connection. The dataset includes both outbound and inbound 

trips between May 13 and August 31, 2015. Based on the characteristics and information in the dataset, the authors implemented various AI algorithms 

and techniques to predict the fuel consumption of the fleet vehicles on that specific route, taking into account different latitude and longitude factors. 

They used Random Forest, Gradient Boosting, and Artificial Neural Network models. After testing, they evaluated the performance using different error 

metrics, including Bias, MAE (Mean Absolute Error), and RMSE (Root Mean Squared Error). 

In [2], the authors developed a model that accurately estimates a vehicle's MPG using various vehicle data. They improved the model, reducing the RMSE 

score from an initial 3.26 to an adjusted 1.97. This model can be updated with newer vehicle data and used to predict the R2 score. They found a steady 

increase in the R2 value from 0.82 to 0.91, indicating that the model is more reliable and useful for future MPG estimates for new vehicles. 

Companies can focus resources on creating more efficient and popular vehicles that outperform competitors. Although their model might be inaccurate 

at times, they acknowledged that the dataset might have some incorrect MPG values. However, overall, the predictions are more accurate than the values 

in the dataset. Data collected from newer vehicles is much more reliable, so their model will work more efficiently with different, more accurate datasets. 

They included data from previous years' vehicles in their database to predict fuel efficiency or miles per gallon using the best AI model they found, which 

was Linear Regression, after testing various algorithms. The calculations were done and displayed in a way that aimed for the RMSE error to be as 

efficient as possible, ideally between 1 and 2, to improve the accuracy of the predictions based on the vehicle's data. 

3. METHODOLOGIES 

In this project, we'll use different algorithms like Linear Regression, Random Forest, Decision Tree, and Neural Network. First, we'll clean and preprocess 

our data, which involves fixing any errors and filling in missing values. We'll also create visualizations, like graphs and plots, to explore the data. Cleaning 

the data means making sure it's accurate and complete before using it for analysis. 

Then, we'll build different models using various algorithms and begin training them with the data. Each model will be constructed using a different 

algorithm. The predictions made by these models will rely on the proper training of the data using information from the dataset. Finally, we'll test the 

models on the datasets to evaluate their performance. 

The RMSE values of all the models will be compared in order to find the better suited and efficient model. Once the models are finalized, the deployment 

of it can be done. 

Deployment process includes the creation of a web page with the suitable models and deploys them in that web page. The user either from the automobile 

industry side or the customer will visit the page or give the new inputs as per their models to be checked. 

The given input will be fed to the model and predictions of the fuel efficiency will be calculated accordingly. Finally, the predicted output which will be 

the MPG or fuel efficiency will be displayed on to the screen. 
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4. DATA PREPROCESSING 

As a data set (also known as a dataset) is a collection of information. A data set correlates to one or more database tables in the case of tabular data, where 

each column of a table represents a specific variable and each row corresponds to a specific record of the data set in the requirements. The dataset that 

we have used in our project consists of 3032 rows and 8 columns. This dataset is taken from Kaggle and combined it with 100,000 used cars dataset. We 

have chosen our dataset with respect to the requirement of the project. The following consists of sample data from our dataset. 

 

Data has been preprocessed accordingly and made the information and representations in the format requires and easy for making the predictions more 

effective and precise. 
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DATA VISUALIZATION: 

Various attributes in the dataset have been visualized individually to use its representations for the analysis and predictions to be made on the data in the 

machine learning algorithms. 
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ONE-HOT ENCODING: 

The importance and the values to be considered among all the attributes are known by this. Accordingly, the assumptions and analysis are done to build 

the model. 
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5. Training 

Training the models is an essential process in making it ready for the testing phase and able to make the required functions for doing the required 

predictions. The following are the various models that are used for our predictions. 

a) Linear Regression, 

Below are the parameters been checked along with the predicted price versus the actual price that has been received upon using this model for predictions. 

 

b) KNN 

Below are the parameters been checked along with the predicted price versus the actual price that has been received upon using this model for predictions. 
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c) Decision Tree 

Below are the parameters been checked along with the predicted price versus the actual price that has been received upon using this model for predictions. 

 

6. TESTING 

We have trained the model with various machine learning algorithms and conducted testing on them to see the various comparisons by comparing the 

various errors and results. We have chosen our best model based on these results. 
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TEST RESULT: 

Upon comparing and testing all the models, we found that Decision tree is the most efficient one among all the models with an accuracy of 99.9%. 

7. CONCLUSION 

Fuel prices are increasing rapidly each day, and the demand of vehicles with better fuel efficiency or Miles per gallon is growing tremendously. This 

situation leads consumers to choose vehicles wisely, on the other hand the vehicle manufacturers also have a tight competition and close margins to deal 

with to have a better vehicle in the market. In this kind of situations our model to predict the fuel efficiency of vehicles will come into action for making 

effective vehicles by knowing its specifications beforehand and make more popular vehicles that outshine competitors. 

During this project, our main objective was to predict the vehicle’s fuel efficiency or the MPG (Miles per gallon). We have done the data preprocessing 

to make the dataset free from null values and other disturbances, then we performed data visualization of the data represent and know well about the 

attributes in the dataset. We have implemented various machine learning models and checked for their errors and accuracies until we get the best effective 

model for the data taken. Upon attaining the best fit model, we have deployed it. In the deployment page, it calculates the result value and gives that 

answer based on the probability and calculations been made by that model. Here the user can give the dataset taken or their own values as an input to the 

model and it gives the output based on the comparison of the probability of that MPG. 
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