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ABSTRACT— 

Heart and cardiac disease is a major cause of death and mortality in the world. Early prediction and diagnosis of cardiac disease can lead to better treatment and outcomes 

for patients. This paper presents the development of a heart disease prediction system using machine learning techniques, which can help healthcare workers in identifying 

patients who has at high chances of getting a heart disease. The proposed system uses the Heart Disease Dataset, which contains information on 917 patients, and applies 

machine learning algorithm: Decision tree to predict the chances of heart disease. The results showed that the Decision tree algorithm performed the best, with an accuracy 

of 96%. The most important predictors of heart disease in our model were age of a person, maximum heart rate achieved by a person, chest pain type felt by a person, 

and exercise-induced angina. 

Keywords—Heartdisease prediction system, machine learning algorithms, Decision tree algorithms, Heart Disease Dataset available. techniques and parameter 

tuning could improve Decision Tree's efficiency. 

I. INTRODUCTION 

The leading cause of death worldwide is heart diseases, with an estimated 17 million deaths in 2019 annually (National Library of Medicine). Early prediction 

and diagnosis of heart disease can lead to better treatment and outcomes for patients that can be achieved by Machine learning techniques. 

In this paper, we present the development of a heart disease prediction system using machine learning techniques. The system is trained on the Heart Disease 

Dataset, which contains information on 917 patients. We used machine learning algorithms to train and test our model, namely Decision tree algorithm. 

II RELATED WORK 

Many studies have been conducted by using machine learning algorithms for the classification of heart disease. 

• Naive Bayes classifier proposed by Miranda et al. that considered factors that are important for predicting cardiovascular diseases. 

• Avinash Go lande et al. compared the accuracy of Decision Tree, KNN, and K-Means algorithms for heart disease classification and suggested that combining 

different classified, and it only uses one attribute at a time which can be a hectic solution for some. 

• Theresa Princy R et al. conducted a survey of classification algorithms for predicting heart disease, including Naive Bayes, KNN, Decision Tree, and Neural 

Network, and analyzed the classifiers' accuracy for varying numbers of attributes. 

III. DATA RESOURCE 

This dataset consists of 12 attributes and 917 datapoints. 

There will be 

(A) Categorical attributes = 7 

(B) Numeric attributes = 5 
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The dataset that we used is shown in the table below. 

Patients aged between 28 to 77 are selected in this dataset. In this study, gender values of 1 and 0 represent male and female patients, respectively. Among the 

four types of chest pain, Type 1 angina is strongly linked to heart disease, caused by narrowed coronary arteries which reduces flow of blood in muscles of 

our heart. It typically occurs during mental or emotional stress. Nonangina chest pain, on the other hand, may be caused by various factors other than heart 

disease. The fourth type, Asymptomatic, does not necessarily indicate the presence of heart disease. The next attribute Resting BP gives us resting blood 

pressure of a person. Cholesterol is level of cholesterol. Fasting blood sugar level is represented by Fasting BS which is very essential. 1 is the value if Fasting 

BS is below 120mg/dl and value of Fasting BS is 0 if it is above 120mg/dl. 

Resting ECG is the resting electrocardiographic result, Maximum heart rate is given by Max HR, Exercise Angina is the exercise induced angina whose value 

would be 1 if there is pain and if there is no pain experienced by patient then it would be 0. Old peak is the ST depression induced by exercise, ST slope is the 

slope of the peak exercise ST segment, Attribute of Heart Disease which is the final result column has a value of 0 which represents normal/fine and 1 if patient 

is diagnosed with a heart disease, then its value would be assigned=1. 

IV. APPROACH METHODOLOGY 

Decision Tree  

The decision tree algorithm is a technique used for classification of the dataset provided, which can be used for both numerical and categorical data. It involves 

constructing a structure which looks like a tree and helps the user to easily analyse the data and work on it. The algorithm works by dividing the data into 

multiple subsets based on the most important predictors. The attribute entropy is calculated for each feature, and the data are split based on the attribute with 

the highest information gain or the lowest entropy. 

The easiness of this algorithm/approach makes it the ideal option and its high accuracy provides an upper-hand for this algorithm as compared to other machine 

learning algorithms. However, a potential drawback is that the data may be over- 

  

Attribute Description Range 

Age Person’s age in years 28-77 

Sex Person’s gender (1-M 0-F) 1,0 

Chest Pain Type Chest Pain Type 1,2,3,4 

Resting Bp Resting BP 0-200 

Cholesterol Serum cholesterol in mg/dl 0-603 

Fasting BS Fasting blood sugar in mg/dl 0,1 

Resting ECG Resting Electro cardio graphic results 0,1,2 

MaxHR Maximum heart rate achieved 60-202 

Exercise Angina Exercise Induced Angina 0,1 

Old peak ST depression induced by exercise relative to rest -2 – 6 

ST Slope Slope of the Peak Exercise ST segment 1,2,3 

Heart Disease Class Attribute 0,1 
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 The Decision Tree algorithm yields easily interpretable results. Its accuracy is higher than that of other algorithms since it visualizes the data in a tree-like 

structure. 

Nonetheless, there is a risk of over-classification and the algorithm only tests one attribute at a time for decision- making 

V. CONCLUSION 

In this paper, we presented a solution for prediction of heart disease by using one of the most efficient machine learning algorithm named Decision tree 

Classifier. We used decision tree classifier algorithm we used some inbuilt functions of sklearn library to train the data and return the model score. The overall 

result generated is shown in the form of piechart. 
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VI. FUTURE WORK 

The future scope of this includes several aspects, including technology advancement, patient outcomes, and healthcare efficiency. 

One possible area of research could be to investigate the effectiveness of using AI-powered algorithms to provide personalized recommendations and treatments 

plans. This could involve analyzing patient data and assessing the impact of using technology on patient outcomes, such as reducing hospital readmissions, 

improving medication adherence, and managing chronic conditions more efficiently. 

Another area of research could be to examine the patient experience and satisfaction with using technology to access doctor’s contact information and diet 

plans. This could involve conducting surveys or focus groups with patients to understand their preferences, concerns and feedback on using digital platforms 

for healthcare. 

Furthermore, the future scope of this topic could involve exploring the role of healthcare providers in implementing and using technology to provide 

personalized care. This could involve examining the barriers and facilitators to technology adoption among healthcare providers and identifying strategies to 

support their use of technology in clinical practice. 
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